VLSI Design 15EC63

Module 1
I ntroduction

The first integrated circuit was flip-flop with two transistors built by Jack Kilby at Texas
Instruments in the year 1958. In the year 2008, Intel’s Itanium microprocessor contained more
than 2 billion transistors and a 16 Gb Flash memory contained more than 4 billion transistors. So
in the range of over 50 years there is the growth rate is around 53%. This incredible growth has
come from steady miniaturization of transistors and improvementsin manufacturing processes. As
transistors became smaller, they also became faster, dissipate less power, and are got cheaper to
manufacture. The memory once needed for an entire company’s accounting system is now carried
by a teenager in her iPod. Improvements in integrated circuits have enabled space exploration,
made automobiles safer and morefuel efficient, revolutionized the nature of warfare, brought much
of mankind’s knowledge to our Web browsers, and made the world a flatter place.

e During the first half of the twentieth century, electromc circuits used large, expensive,
power-hungry, and unreliable vacuum tubes.

e In 1947, John Bardeen and Walter Brattain bu’ thOyfirs functlonlng point contact
transistor at Bell Laboratories, shown in Fi gure 1 1(a)

e Lateritwasintroduced by the Bell Lab and agIransstor, T-R-A-N-S-1-ST-O-
R, because it is aresistor or semmonductor ich can amplify electrical signals as
they are transferred through it from i |n terminals.

e Ten yearslater, Jack Kilby at Tex reahzed the potential for miniaturization

if multiple transistors could be b i
prototype of an integrated circuit,

N\
(\O

|ece of silicon. Figure 1.1(b) shows his first
ed from a germanium slice and gold wires.

Fig. 1.1(a) First transistor (b) First Integrated Circuit

e Transistors are electrically controlled switches with a control terminal and two other
terminals that are connected or disconnected depending on the voltage or current applied
to the control.

o After the invention of point contact transistor, Bell Labs developed the bipolar junction
transistor, which were more reliable, ess noisy and more power-efficient.

e Early integrated circuits used mainly bipolar transistors, which required a small current
into the control (base) termina to switch much larger currents between the other two
(emitter and collector) terminals.

e The problem seen with bipolar transistors were the power dissipated by the base current
which limited the maximum number of transistors that can be integrated onto asingle die.
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Transistors

Leve

Then in 1960 came Metal Oxide Semiconductor Field Effect Transistors (MOSFETS). The
advantages seen in MOSFETs were that they draw almost zero control current while idle.
It was available in 2 forms as. nMOS and pMOS, using n-type and p-type silicon,
respectively.

In 1963, the first logic gates using MOSFETSs was introduced at Fairchild. It included gates
used both nMOS and pMOS transistors. This gave the name Complementary Metal Oxide
Semiconductor, or CMOS. The circuits used discrete transistors but consumed only
nanowatts of power, which was about six times lesser than bipolar transistors.

MOS ICs became popular because of their low cost, each transistor occupied less area and
the fabrication process was simpler. Early commercial processes used only pMOS
transistors but it suffered from poor performance, yield, and reliability. Later on Processes
using NM OS transi stors became common in the 1970s.

Even though nMOS process was less expensive compared to CMOS, nMOS logic gates
consumed power while they were idle. Power consumption became a major issue in the
1980s as hundreds of thousands of transistors were integrated onto a single die. CMOS
processes were widely adopted and have essentialy repl NMOS and bipolar processes
for nearly all digital logic applications. * Q

In 1965, Gordon Moore observed that plotting the nNn f transistors that can be most
economically manufactured on a chip gives agtra e on a semi-logarithmic scale.
Also he found transistor count doubling ever omiths. This observation has been called

Moore’s Law.
0 Fig 1.2 shows that the num transistors in Intel microprocessors has doubled
' tiomof the 4004.

every 26 months since th
0 Moore’s Law is based o down the size of transistors and to some extent

building larger chips.
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Fig 1.2 Transistorsin Intel microprocessors
of Integration:

The process of integration can be classified as small, medium, large, very large.

1

Small-Scale Integration (SSI): The number of componentsislessthan 10 in every package.
Logic Gates like inverters, AND gate, OR gate and etc. are products of SSI.
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2. Medium Scale Integration (MSI): MSI devices has a complexity of 10 to 100 electronic

components in a single package. Ex: decoders, adders, counters, multiplexers, and
demultiplexers.

Large Scale Integration (LSI): Products of LSI contain between 100 and 10,000 electronic
components in a single package. Ex: memory modules, 1/0O controllers, and 4-bit
microprocessor systems.

Very Large Scale Integration (VLSI): Devices that are results of VLS| contain between
10,000 and 300,000 electronic components. Ex: 8bit, 16-bit, and 32-bit microprocessor
systems.

The feature size of a CMOS manufacturing process refers to the minimum dimension of a
transistor that can bereliably built. The 4004 had afeature size of 10n min 1971. The Core
2 Duo had a feature size of 45nm in 2008. Feature sizes specified in microns (107°m),
while smaller feature sizes are expressed in nanomgter 2 m).

MOS Transistor: \

e Silicon (Si), a semiconductor, forms th &ting material for most integrated
circuits

e Silicon is a Group IV eement4
adjacent atoms, as shown in Ei
in chemical bonds, puresullc ]

e However its conduct|V|ty
called dopants, into the sifice

[ le, it forms covalent bonds with four
gufe 1.3(a). As the valence electrons of it are involved
oor conductor.

eased by introducing small amounts of impurities,

electrons. It replaces gon atom in the lattice and still bonds to four neighbors, so
lion 1s loosely bound to the arsenic atom, as shown in Figure
1.3(b). Thegma gtion at room temperature is sufficient to free the electron. This

—S8i—Si—Si— —Si—Si—Si— —Si—Si—S8i—
] Ll s
—Si—Si—Si— —Si—As—Si— —Si—B—Si—
s . o
—Si—Si—Si— —Si—Si—Si— —Si—Si—Si—
o . o

(a) (b) (c)

Fig 1.3 Silicon lattice and dopant atoms

A Group 11 dopant, such as boron, having three valence electrons, as shown in Fig 1.3(c).
The dopant atom can borrow an electron from a neighboring silicon atom, which in turn
becomes short by one electron. That atom in turn can borrow an electron, and so forth, so
the missing electron, or hole, can propagate about the lattice. The hole acts as a positive
carrier so we call this a p-type semiconductor.

A Metal-Oxide-Semiconductor (MOS) structureis created by superimposing several layers
of conducting and insulating materials to form a sandwich-like structure.
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e Transistorscan bebuilt on asingle crystal of silicon, which are available as thin flat circular
wafer of 15-30 cm in diameter. CMOS technology provides two types of transistors an n-
type transistor (hMOS) and a p-type transistor (pMOS).

e Transistor operation is controlled by electric fields so the devices are also called Metal
Oxide Semiconductor Field Effect Transistors (MOSFETS) or simply FETs. Cross-sections
and symbols of these transistors are shown in Figure 1.4. The n+ and p+ regions indicate
heavily doped n- or p-type silicon.

Fig 1.4 (a) nMOS transistor and @ansi stor
e Each transistor has conducting gate, an insulating | f silicon dioxide (SiO2, aso

known as glass), and the silicon wafer, also ca strate/body/bulk. Gates of early

transistors were built from metal, so was -Oxide-Semiconductor, or MOS.

ystalline silicon (polysilicon), the name

isstill metal.

e AnnMOS transistor is built wit dy and has regions of n-type semiconductor
anél drain. They are physically equivalent and they

can be interchangeable. The hédy istypically grounded.

ite, consisting of p-type source and drain regions with

an n-type body.

o Cons nNMOS transistor, its body is generaly grounded so the p—n
junctions '®f the source and drain to body are reverse-biased. If the gate is also
grounded, no current flows through the reverse-biased junctions and the transistor
is OFF.

o If the gate voltage is raised, it creates an electric field that starts to attract free
electrons to the underside of the S—SiO2 interface.

o If thevoltageisraised enough, the electrons outnumber the holes and athin region
under the gate called the channel isinverted to act as an n-type semiconductor.

0 Hence, aconducting path isformed from source to drain and current can flow. This
isthe condition for transistor is ON state.

0 Thuswhen the gate of an nMOS transistor is high, the transistor is ON and thereis
a conducting path from source to drain. When the gate is low, the nMOS transistor
1s OFF and almost zero current flows from source to drain.

¢ Inboth the gate is thecog .
¢ nMOS Transistor:
o It Con'@n w of electrical current between the source and drain.
™

e pMOS Transistor:
0 Theconditionisreversed.
0 Thebody isheld a a positive voltage and aso when the gate is at a positive voltage,
the source and drain junctions are reverse-biased and no current flows, the transistor is
OFF.
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o0 When the gate voltage is reduced, positive charges are attracted to the underside of the
Si-Si02 interface. A sufficiently low gate voltage inverts the channel and a conducting
path of positive carriersis formed from source to drain, so the transistor is ON.

0 The symbol for the pMOS transistor has a bubble on the gate, indicating that the
transistor behavior is the opposite of the nMOS.

0 A pMOStransistor isjust the opposite of that of NMOS. It is ON when the gate is low
and OFF when the gate is high

Transistor symbols and switch-level modelsis shownin Fig 1.5

g=0 g=1
d d d
nMOS o[ {. OFF ; ON
S Z S
d d d
OFF
MOS
p g ; oﬁ\ ;
S 5 s
Fig 1.5 Transistor symbols an & el models

MOS Transistor Theory:

x

e MOS transistor is a majority-cargi - current in channel between the source and
drainis controlled by avoltage ied te the gate.
0 InnMOStransistor - maj

e |t hastop layer of
bottom layer is

ucting gate layer. Middle layer is insulating oxide layer and
substratei.e doped silicon body. Sinceit isap-type body carriers

,<0 2 \X\\\ |\\;Q\\k\k\ Polysilicon Gate

| Silicon Dioxide Insulator

)| p-type Body

Fig 1.6 (@) Accumulation
¢ When anegative voltageis applied to the gate, the positively charged holes are attracted to
the region beneath the gate. Thisis called the accumulation mode shown in Fig 1.6(a)
e When asmall positive voltage is applied to the gate, the positive charge on the gate repels
the holes resulting a depl etion region beneath the gate as shown in Fig 1.6(b)
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Fig 1.6(c) Inversixﬂ_I
¢ When a higher positive potential exceeding a cpitigal t old voltage V't is applied, the

holes are repelled further and some free € inythe body are attracted to the region
beneath the gate. This results alayer of € e p-type body is called the inversion
layer.
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Fig 1.7 (a) nMOS demonstrating Cutoff and Linear operation
e Now considering transistor with MOS stack between two n-type regions called the source
and drain the operation is considered.
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e When gate-to-source voltage, Vgsisless than threshold voltage and if sourceis grounded,
then the junctions between the body and the source or drain are zero-biased or reverse-
biased and no current flows. We say the transistor is OFF, and this mode of operation is
called cutoff. Thisis shown in abovefig. 1.7(a)

¢ Whenthegatevoltageis greater than the threshold voltage, an inversion region of electrons
(maority carriers) called the channel connects the source and drain, creating a conductive
path and turning the transistor ON Fig 1.7(b). The number of carriers and the conductivity
increases with the gate voltage. The potential difference between drain and sourceisVds=
Vgs- Vgd. If Vds =0 (i.e., Vgs =Vgd), there is no electric field tending to push current
from drain to source. When a small positive potential Vdsis applied to the drain, current
Ids flows through the channel from drain to source. This mode of operation is termed
linear, resistive, triode, nonsaturated, or unsaturated mode as shownin Fig 1.7 (¢)

e [f Vds becomes sufficiently large that Vgd < Vt, the channel is no longer inverted near the
drain and becomes pinched off (Fig 1.7(d)). However, conduction is still brought about by
the drift of electrons under the influence of the positive drain voltage. Above this drain
voltage the current Ids is controlled only by the gate volt nd ceases to be influenced by
thedrain. Thismodeis called saturation. 4 Q

Vgs = Vi

AN\

Saturation:
— | Vas? Vg —Vy Channel Pinched Off
' Iy Independent of Vg

L

(d)

e ThepMOS transis
tied to a highypotegtral” so the junctions with the p-type source and drain are normally

and source. When'the gate voltage is lowered by athreshold Vt, holes are attracted to form
ap-type channel immediately beneath the gate, allowing current to flow between drain and

Ssource.
Gate

Source Drain

NN

l p+ \ D+:J
n-type Body

Body (usually Vpp)
Fig 1.8 pMOS Transistor

Ideal 1-V Characteristics:
e Considering Shockley model, which assumes the current through an OFF transistor is0
i.e.,, when Vgs < Vt there is no channel and current from drain to source is 0.
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e Inother 2 regions (linear and saturation) channel isformed and electrons flow from source
to drain at arate proportional to electric field (field between source and drain)
e |f the amount of charge in the channel and the rate at which it moves is known, we can
determine the current.
e Thecharge on parald plate of capacitor isgiven by, Q =C.V
e Herethe chargein the channel is denoted by Qchannel and is given by
Qchannel =Cg . Vc
Where Cg — capacitance of gate to the channel
V¢ — amount of voltage attracting charge to the channel
e |f wemodel the gate as a parallel plate capacitor, then capacitance is given by

ArealThickness

Gate

| [Vo=Lc, V| | \
L 4

gs T 9 d
Vg - "channel |~ Vy4

~ Vds —
p-type Body
v
Fig a. Capacitance effect at the g

Fig b. Transistor dimensions

e If gateishaving length L
the capacitanceis giv

W and the oxide thickness is tox, as shownin Fig b,

L

C
ox
h ox isthe permittivity of oxide anditis3.9 €o.
Q’s permittivity of free space, 8.85 x 104 F/lcm,
e Often, the Eox/tox term is called Cox, the capacitance per unit area of the gate oxide.
e Thus capacitanceisnow Cg=Cox W L
e Now the charges induced in channel due to gate voltage is determined by taking the

average voltage between source and drain (Fig. a) and it is given by
Vc=(Vs+Vd)/2

To form the channel and carriersto flow, the voltage condition at source and drainis as
follows:
Vs=Vgs-Vt
Vd=(Vgs—Vt) - Vds

Thus average voltage is now
Vgs-Vt)+(Vgs—Vt)-Vds
Ve = (Vg ) (Zg )

Upon simplification, V¢ is now
Vc=(Vgs-Vt) - Vds2
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Thus Qchannel = CoxXWL[(Vgs—-Vt) — Vdy2]

The velocity of charge carrier in the channel is proportional to lateral electric field (field
between source and drain) and it is given by,

v=ukE
Where p is the proportionality constant called ‘mobility’
The electric field E is the voltage difference between drain and source to the length of
channel. Given by,

Vds

=

The current in the channel is given by the total amount of charge in channel and time

taken by them to cross. The time taken is given by length to velocity.
i e Ids = total charge __ Qchannel

time to cross channel L/v

Cg.Vc Cg.Vc
g V= g

Ids = ” == UE
4
Ids = <22 4 (X2 \

L L

Ids = Cox WL[(Vgs—Vt)— Vs

Upon simplification, ldsis given

Vds

Ids = uCo _Vt)_T] Vds

Ids s—Vt) — VTdS] Vds

=uC ox%
The above equation for current describes linear region operation for Vgs > Vt
When Vdsisincreased to larger valuei.e., Vds > Vsat = Vgs— Vt, the channel isno
longer inverted and at the drain channel gets pinched off.
Beyond thisis the drain current is independent of Vds and depends only on the gate
voltage called as saturation current.

The expression for the saturation current is given by
Ilds =pu Cox% (Vgs —Vt) — VTds] Vds

Ids = u Cox% _(Vgs —-Vt) — W] (Vgs =Vt)

Ilds =pu Cox% W] (Vgs —Vt)

Ids = B/2 (Vgs — Vt)?
Where = CO)C%

Dept. of ECE, SVIT 2017-18



VLSI Design 15EC63

Summarizing the currentsin al the 3regionsis

Ids=0 for Vgs < Vt cutoff
Ids = [(Vgs —-Vt) — VTdS] Vds for Vds < (Vgs-Vt) linear region
Ids = [(Vgs —-Vt) - VTdS] Vds for Vds > (Vgs-Vt) saturation region

The plot of current and voltagei.e., I-V Characteristicsis shown in the fig.
pMOS Transistor:

pMOS transistors behave in the same way, but with the signs of all voltages and currents
reversed. The -V characteristics are in the third quadrant, as shown in Fig.

lgs (MA) 0.2 0
150 - — 0
Vgs = 1.0 = 0. -' — -
100 | yd -50
Vg = 0.8
50 | > - 100
;S
= -
o0 1 gs - —150
0 0.2 0.4 0.6 0.8 lgs (A)

(a)

Fig. Plot of I-

Non ideal |-V Effects; O

e Theided I-V el does not consider many effects that are important to modern devices.
These effects are as follows:

eristics of () nMOS and (b) pMOS

Velocity saturation:

e Electron velocity isrelated to electric field through mobility by the equation
v =n E, where E is the lateral electric field or field between drain and source.
e [t is assumed that p is constant and independent parameter w.r.t, E
e Athigher E, p is no more constant and it varies and is due to velocity saturation effect
e When electric field reaches a critical value say Esx, the velocity of charge carriers tend to
saturate due to scattering effect at Esa. Thisis shown in graph below.
e Theimpact of velocity saturation is modelled as follows:
Before the velocity reaches critical value,
b= U Elat
- Elat
1 +Esat

When the velocity reaches critical and greater it is given by,
v =Vsat
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Fig. carrier velocity vs electric field
e When transistor is not velocity saturated, current Idsis given by

w S—Vt2
Ids = uCox _(g )

and with velocity saturation, current Idsis glven as
Ids = Cox W (Vgs — \@

Observing both the expression we can say th
Ids depend quadratically on voltage with on and depends linearly when fully

saturated
e Asshown in graph for short ch ev it has extended saturation region (from Esat
to Esat”) dueto velocity saturatio

Ids

Long Channel
Devices

Short Channel
Devices

Q U ; Vds
Esat Esat’'

e Aschannel Iength becomes shorter, lateral electrical field increases and transistor becomes
more velocity saturated and this decreases drain current Ids.

Mobility degradation:

e Veocity of charge carriers depend on electric field and when these carrierstravel along
the length of channel, they get attracted to the surface (i.e., Gate) by the vertical electric
field (field created by gate voltage)

Hence they bounce against the surface during their travel

This reduces surface mobility in comparison with the mobility along the channel.
Thisis known as mobility degradation and has an impact on |-V characteristics.

As mobility decreases the current also decreases.

Channd length Modulation:

e Idedlly drain current Ids isindependent on Vdsin the saturation region making transistor a
perfect current source.
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e When Vdsisincreased further, near the drain barrier is build due to depletion region and
reduces the length of the channel.

e Thisresultsin reducing the length of the channel by Lq4. Thisis shown in Fig below. Thus
in saturation the effective channel length is modelled as

Lest =L - Lg

%
7
17

b \ Depletion
v regi

Fig. Channel length modulationgn saturatiog mode

e To avoid introducing the body voltage into our lhns, assume the source voltage is
close to the body voltage so Vdb ~ Vds. HenGegingréasing Vds decreases the effective
channel length. Shorter channel length r ¥Oher current; thus, Ids increases with

Vdsin saturation \
—VE)?2 (1 + AVds)

e Thisismodeled as
a modulation factor

s = ”2096% (Vgs —Vt)2 (1 + AVds)

ratio increases, this in turn increases Ids. Thus transistor
ore a constant current source.

Thus as L decrea
in saturatiol

Note: Channel lengthi{m
amplifier. But for digit

Body Effect:

lon is important in analog designs as it reduces the gain of the
ircuits channel length modulations has no much importance.

e MOSFETs have 4" implicit terminal called body/substrate along with gate, source and
drain.

e Thethreshold voltage Vt which is assumed to remain constant is no more a constant value
and varies as potential between source and body is varied. This effect is called body effect.

e Thevariation in the threshold voltage is modeled by the equation

v, :Vm"‘?’(\ﬂ ¢ +V, _\/;J]

Where V1o is the threshold voltage when source and body are at same potential
dsisthe surface potential

v 1s the body effect coefficient and these two are given by

Vsb is the source to body potential
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N
¢, =2v;1n ﬂ“f

i

?:%m: \ 29€:N

C

o X

v is voltage at room temperature (vr= KT/q at 30°it is 26mV)
Na is the doping concentration level
ni istheintrinsic carrier concentration
qischarge (q=1.6 x10° C)
tox oxide thickness
€ox isthe permitivity of oxide and is given by 3.9 €0, where €0 is the permittivity
of free space = 8.825x1014 F/cm
€ isthe permittivity of silicon and given by 11.7 €0 and £0=8.825x10* F/cm
e Body effect parameter y depends on doping level concentration, thus by varying y threshold

voltage can be varied

e Also Vt depend on Vsb thus by proving appropri@te petentral threshold voltage can be
varied.

e Thus a proper body bias can intentionaly lied to alter the threshold voltage,
permitting trade-offs between performance threshold leakage current

Subthreshold Conduction: \
e Theideal I-V model assumes cu & from source to drain only when Vgs >Vt (when

gate voltage is high). But in ansistors, current does not abruptly cut off below
threshold, but rather drops entially.
e Thisregimeof Vgs<Vti eak inversion/ subthreshold.
e Thisconduction of ¢ own as leakage and is undesired when the transistor is off
e The subthreshold is modeled using equation given below

-Vds
Ids = Ildso e

_p.2.18
and T yo = Buge
lasoiS the current at saturation and is dependent on process and device geometry
V1 is the threshold voltage and vr voltage at room temperature.
e Intheexpression ldsisOif Vgsis 0 and increases to full when Vs is few multiples of vt

e Graph shows conduction in the subthreshold region

log( Isubth)
| Subthreshold Region

Saturation Region

J Subthreshold Slope
. [mV/decade of current)

/

/ 57 \-(ls
Vi

Fig. Subthreshold conduction
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e Subthreshold conduction is useful for designing low power analog circuits and dynamic
circuits asit reduces threshold voltage and results in low power consumptions.

Drain Induced Barrier Lowering (DIBL):

e AsthedrainvoltageVdsisincreased it creates an electric field that affects the threshold
voltage.

e Thiseffectiscalled drain-induced barrier lowering (DIBL) and this effect is especially
pronounced in short-channel transistors.

e Asthe channel length decreases, the DIBL effect shows up and the variation caused in
the threshold voltage can be modeled as

V,=Vo—1,
n is the DIBL coefficient

Junction L eakage:

e The MOS structure is considered there exists psn | between diffusion and the
substrate. With CMOS structures p—n junctions dlfoSI on and the substrate or
well, forming diodes, as shown in Fig. The t strate junction is another diode.

n weII

onditions these diodes still conduct a small amount of current

e Butin reverse m%

Ip. Thisl eukrent is modeled using equation
¥p
il

e -1

Where, Ip isthe diode current
Isisthe diode reverse bias saturation current
Vp isthe diode voltage (either Vsb or Vdb)
¢ Isdependson doping levels and on the area and perimeter of the diffusion region
(geometry) and Vp
e Leakage current usually liesin the range of 0.1 —0.01 fA/um?, which is negligible
when compared to other leakage currents.
Tunneling (Focoler Nordheium Tunneling):

e According to quantum mechanics, for thinner gate oxides there is a nonzero probability
that an electron in the gate will find itself on the other side of the oxide, (i.e., in the region
below gate/ channdl).

e This effect of carriers crossing a thin barrier is called tunneling, and results in leakage
current through the gate called gate |eakage current.

e Thus gate oxide cannot be considered as an ideal insulator. This effects the circuit
functionality and increases power consumption due to static gate current.
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e Fig shows plot of gate leakage current density Jc against voltage for different oxide
thickness. It can be observed that as oxide thickness decreases the |eakage current density

INCreases.
102
T(1!:
Vpplrend _—6A
108 DD
3 A
= 10 //’.
E S
ﬁ 100’//‘_
- y
] S
109/
1064
/
d
«"]—9.

: : - : - :
0 03 06 09 12 15 18
Vop

Fig. plot of gate leakage current density vs voltage for different tox

e Research is going on in finding an alternate to siljcomytlioxXigle and silicon nitrate is one
contender for this.

Note: As mobility of electrons is more than holes icqn, tunneling current magnitude for

NMOS is more compared pMOS.
&emperature

perature and thisis modeled using therelation

Temperature Dependence:

e Transistor characteristics are infl
= Carrier mobility — decr

where T is absi
=  Threshold
temperatute

erature, Tr isroom temperature, k, is fitting constant.
)€ magnitude of threshold voltage decreases linearly with
an be modeled as
VT)=V,T,)~ k(T ~T))
where kv istypically about 1-2 mV/K.
= Junction Leakage — increases with temperature because Is (diode reverse bias
current) strongly depends on temperature
= Ve ocity saturation — occurs sooner with temperature.
= With increase in temperature drain current decreases with temperature when
transistor is ON and when transistor is OFF, the junction |eakage and subthreshold
conduction contribute to leakage current and thisincrease. This condition is shown

in the graph.
/, lon (A)
7 800 -
/ 7\ 780 4
— s
o los 760

// In in
Z creasing 740 4

& Temperature
K\/ 720 -

vV,

0 20 40 60 80 100 120
Temperature (C)

gs

|-V characteristics of nMOS transistor in lusat vs. lemperature
saturation at various temperatures
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= However, the circuit performance can be improved by providing cooling systems
like heat sinks, water cooling, thin film refrigerator and liquid nitrogen.
= Advantages of using at lower temperatures are
1. Leakages can be reduced
2. With lower temperature, reducing threshold voltage it can be used in power
saving
3. Most wear out mechanisms are temperature dependent and if used at lower temp
they are morereliable

Geometry Dependence:

» The layout designer would draws transistors with width and length Wgrawn and
L drawn.

=  While mask preparation the actual gate dimensions may differ by Xw and X.

=  While diffusion process, the source and drain would tend to diffuse laterally under
the gate by Lp, causing a smaller effective channel length that the carriers must
traverse between source and drain. Similarly, W unts for smaller width while
diffusion. *

= Combing al thesefactorstransistor, lengths
of L and W isgiven by .

idehs that should be used in place

L::ﬂ‘ = J]:’dr:uwn + XL - 2‘]:‘D‘

Weﬂ' = ‘w;imwn + XW zhx
= |f thereisvariationsinth and'width of the transistor there will be variations

in the performance. For if the currents have to be matched then length
should not be varied.

e DC transfer chara
assuming the jip
or discharge,
CMOS Inverter

cs of a circuit relate the output voltage to the input voltage,
arges slowly enough that capacitances have plenty of time to charge

atic Characteristics

VL‘!D

AL o
“ﬂq@%“

Fig 1.9 CMOS Inverter

CMOS inverter shownin Fig 1.9. Table below outlines various regions of operation for the
n- and p-transistors. In thistable, Vtn is the threshold voltage of the n-channel device, and
Vip is the threshold voltage of the p-channel device. Note that Vip is negative. The
equations are given both in terms of Vgs/Vds and Vin/Vout. As the source of the nMOS
transistor is grounded, Vgsn = Vin and Vdsn = Vout. Asthe source of the pMOS transistor
istied to Vop, Vgsp =Vin - Vpp and Vdsp =Vout — Vpp.
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Cutoff Linear Saturated
nMOS Vg’iﬂ 4 EJ! 11’573 :, V:fﬂ' V’gﬂ? > I/f}i
V., <V, v, >7, Vo>V,
Va{m< ng Vm Vdm)’ Véyx Vm
Lu < I - Vr.- I’:’nn -~ Lirl - V:c.ﬂ
pMOS Vep>Vip VW <V Vep < Vip
Vi, > Vm+ Vop I1,+ Voo Vi, < P 5+ Vop
Vap>Vep=Vip Vap < Ve~ Vip
I/;mr > JI’;m o P:T L:un < I;in o V_.r‘,r.

The objective is to find the variation in output voltage (Vout) as a function of the input
voltage (Vin). This may be done graphically, for simplicity, we assume Vtp = -Vtn and
that the pMOS transistor is 2—-3 times as wide as the nMOS transistor so fn = fp.

The plot shows ldsn and Idsp in terms of Vdsn and Vdspfor various values of Vgsn and
Vgsp using drain current equation.

Fig 1.10(b) shows the same plot of Idsn and |Idsp| n

of Vin. The possible operating points of the inv ON
Vout where Idsn = |ldsp| for same Vin. *
These operating points are plotted on Vout in Fig. (c) to show theinverter DC
transfer characteristics.

ms of Vout for various values
ked with dots, are the values of

e The supply current Ipp = Idsn = ||
both transistors are momentarily
Vb, resulting in a pulse of curr

S

from the power supply.

plotted against Vin in Fig (d) showing that
passes through voltages between GND and

The operation of the CMO
1.10(c). The state of each

er can be divided into five regions indicated on Fig
in each region and state of output is shown in Table 2.
ransistor is OFF so the pMOS transistor pulls the output

0 Inregion A,
to Vpp.
In region OS transistor startsto turn ON, pulling the output down.

0
o Inr oth transistors are In saturation
0 Inregiog D, the pMOS transistor is partially ON
0 Inregion*E, pMOS is completely OFF, leaving the nMOS transistor to pull the
output down to GND.
Region Condition p-device n-device Output
A |0=F, <V, linear cutoff Vour= VoD
B Vm <V, < Vpp/2 linear | saturated Vit = Vpp/2
C | Vie=Vpp/2 saturated | saturated Ve drops sharply
D VDDJ’Z <V, <Vpp—| ‘E’l saturated |linear "t < Vop/2
E | a>Vop— |V, r;r cutoff linear V=0
Table 2. Summary of CMOS Inverter Operation
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Vout

N\

¢

Fig 1.10 Graphical Derivaticﬂ&o Inverter DC Characteristics

In thefig. th point where Vin = Vout, is called the ‘input

10— threshold’

0.8 1

0.6 1

0.44

0.2

0.04

N\
QO

00 02 04 06 08 1.0

Vin

Fig. CMOS inverter Transfer Characteristics

Beta Ratio Effects:

We have seen that for fn = Bp the inverter threshold voltage Vinv is Vpp/2. This may be
desirable because it maximizes noise margins.

Inverters with different beta ratios Bp/pn are called skewed inverters. If pp/pn > 1, the
inverter is HI-skewed. If Bp/Bn < 1, the inverter is LO-skewed. If Bp/Bn = 1, the inverter
has normal skew or is unskewed.

A HI-skew inverter has a stronger pMOS transistor. Therefore, if the input is Vpp/2, we
would expect the output will be greater than Vpp/2.

LO-skew inverter has aweaker pMOS transistor and thus alower switching threshold.
Figure explores the impact of skewing the beta ratio on the DC transfer characteristics. As
the beta ratio is changed, the switching threshold moves. However, the output voltage
transition remains sharp. Gates are usually skewed by adjusting the widths of transistors
while maintaining minimum length for speed.
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N =-4?

L———u 5

Voo
Vin
Fig. Transfer Characteristics of Skewed Inverters
Noise Margin:

Noise margin is closely related to the DC voItage’cha@ics. This parameter allows

you to determine the allowable noise voltage on thed f a gate so that the output will

not be corrupted. K

The specification most commonly used to desc

two parameters: the LOW noise margin, N

With reference to Figl.12, NM_ is de{
d

e margin (or noise immunity) uses
HIGH noise margin, NMH.

e difference in maximum LOW input
voltage recognized by the receivin the maximum LOW output voltage produced

by the driving gate.

- V{}L
een the minimum HIGH output voltage of the driving
t voltage recognized by the receiving gate.

w=Vou Vi

Where V4 = IGH input voltage
ViL= m LOW input voltage
Vou=m um HIGH output voltage

VoL= maximum LOW output voltage

Output Characteristics Input Characteristics

oD
Logical High + L .
Output Rangal Van Il_nngl:fsélal-rl:gz
My, P 9
ViH| Indeterminate
Vi Region B
: N I NM, Logical Low
Logical Low Vo Input Range
Output Range
GND

Fig. Noise Margin Definitions
Inputs between V. and V4 are said to be in the indeterminate region or forbidden zone
and do not represent any legal digital logic levels. Therefore, it is generally desirable to
have V1 as close as possible to VL and for this value to be midway in the “logic swing,”
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VoL to Von. This implies that the transfer characteristic should switch abruptly; that is,
there should be high gain in the transition region.

e DC analysis gives us the static noise margins specifying the level of noise that a gate may
see for an indefinite duration.

Pass Transistor DC characteristics:

e nMOS transistors pass ‘0’s well but 1s poorly. Figure (a) shows an nMOS transistor
with the gate and drain tied to Vpp. Imagine that the sourceisinitially at Vs=0.

Vgs > Vtn, so the transistor is ON and current flows. If the voltage on the source rises
toVs=Vpp — Vin, Vgsfalsto Vtn and the transistor cutsitself OFF.

e Therefore, NMOS transistors attempting to pass a 1 never pull the source above
Vpop— Vin. Thislossis sometimes called a threshold drop.

e Similarly, pMOS transistors pass 1s well but Os poorly. If the pMOS source drops
below |[Vtp|, the transistor cuts off. Hence, pMOS transistors only pull down to within
athreshold above GND, as shownin Fig (b).

e Asthe source can rise to within a threshold vot @gate, the output of severa
transistorsin series is no more degraded than that%’ gletransistor Fig (c).

¥

e However, if adegraded output drivesthe gat transistor, the second transistor
can produce an even further degraded o 19(d).

A
N
QO

Fig. Pass Transistor Threshold drop
e The problem seen with nMOS and pMOS of not passing strong 1’s and strong 0’s
respectively can be overcome by using Transmission gate.
e |t hasan nMOS and pMOS connected in parallel as shown in fig below.

Fig. Schematic and symbol of Transmission gate (TG)
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e When A islogic high both transistors are ON and TG is said to be ON. When
input is provided as NMOS is not able to transmit strong 1, pMOS will do the
function. Similarly when pMOS is not able to transmit strong 0, (MOS will do
this function.

e Thustransmission gate is able to send both strong 0 and strong 1 without any
signal degradation.

e Transmission gate can be used as
0 Multiplexing element
0 Analog switch
0 Latch element

Vv

oD

V»n _@_v(w|;x — Vln —W— Voul

pg

e By cascading atransmission gate and an inverter forms a tristate inverter as shown
inFig (a)

e When EN = 1, EN’= 0, thus transmission gate is ON and transmits the output Y as
the compliment of inverter input A.

e  When EN =0 and EN’ =1, transmission gate is OFF and the output Y isin tristate
or high impedance state.

e Fig (b) and (c) shows other configurations of tristate inverters
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Ratioed Inverters Transfer Characteristics

e Other than CMOS inverter there are aso other forms of inverters. One such is
shown in the fig. below which has an nMOS with load as resistor.

e Thisisan nMOS inverter circuit. When Vin = 0, nMOS is OFF and output goes to
Vdd through the Rload.

e WhenVin=1,nMOSisON and pulls the output to gnd.

e When we consider the transfer characteristics and 1-V characteristics, we see that
as load isincreased VoL decreases aso the current decreases. Thus choosing load
resistor compromises between current and Vo.

circuit, which u transistor as a load with its gate termina always

grounded.

e HerepMOSi in ON state. When Vin =0, nMOS is OFF and as pMOSis ON
the outp Vdd. When Vin = 1, nMOS will be ON and pulls the output to
gnd.

e When thé¢ransfer characteristics is observed as the W/L ratio is varied for pMOS
in the pseudo-NnM OS inverter circuit, the shape of the transfer characteristics varies.

e Asparameter P (i.e., asW is decreased sharper characteristicsis obtained) isvaried
characteristics varies with higher value of P less sharper characteristicsis seen.

e Inthecircuit P/2 represents the W/L ratio.

in ‘ 2001 | ) . P 09

Fig. pseudo-nMOS inverter with |-V characteristics and transfer characteristics
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e These types of gates are called as ratioed circuits as transfer function depends on
the strength of pull down (pMOS) to pull up (NMOS) devices.
e In these types of circuits ratios must be chosen properly so that circuit operates
properly.
¢ Disadvantage seen with these ratioed circuits are
o Constant power dissipation
0 Poor noise margin
e However these circuits are used under limited circumstances such as reduced input
capacitance and smaller area.

Fabrication
NM OS Fabrication: * Q
Semiconductor device fabrication is the proc %g integrated circuitsin multiple-
step sequence of photolithographic and ¢ al Jprocessing during which electronic

circuits are gradually created on awafer § f goure semiconducting material.

The following steps gives gener
1. Processing is carried on thin
which p-type impurities ape®i
150 mm in diameter
concentration of
2. Onthisathick la

M OS fabrication process.
ut from single silicon crystal of high purity to
ced as crysta is grown. Wafers are around 75 to
thick. They are doped with boron (p-type) impurity
016 /cmd,
n dioxide (Si02) of 1um. This protects the surface, act as

barrier to dop so act as an insulating layer on which other layers can be
deposited .

3. Thesurf covered with photoresist and it is spun to achieve even distribution
of required t

4. A mask is used and the photoresist layer on the wafer is exposed to UV light. Mask
defines those regions into which diffusion will take place and these regions remain
unaffected after exposing to UV light and other region gets hardened.

5. The UV exposed regions are etched away along with the silicon dioxide layer so that
the wafer surface is exposed in the window defined by the mask.

6. The remaining photoresist is removed and a thin layer of SiO2 is grown over entire
surface and then polysilicon is deposited on top of thisto form gate structure.

7. Thethin oxideisremoved to expose areas into which n-type impurities are diffused to
form source and drain.

8. Thick oxide is grown al over again and then masked with photoresist and etched to
expose selected area of polysilicon gate and drain and the source areas where
connections are to be made.

9. The whole chip is then has metal (Al) deposited over its surface to a thickness of 1pm.
Thismetal layer isthen masked and etched to form the required interconnection pattern.
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Fig below depicts the nM OS fabrication steps:

(1) Si with p-type impurities

Thick SiO2
(1 ym)

(2) Thin layer of SiO2 on substrate < \Q

Photoresist
Thick SiOz
(1 pm)

(3) Photoresist on the

S

(4) Photoresist layer exposed to UV light through mask

. Thick SOz
Thicksio= | . i
(1 um)

(5) UV exposed regions are etched away
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Thin SiO2
(0.1 pym)
- Thick Si02
(1 pm)
Polysilicon used as GATE
(1-2pm)
Thin SiO2
" (0.1um)
Thick SiO2
(1 pm)

(b)
(6 a& b) thin SiIO2 layer formation and depositi om/snicon for gate terminal
*

GATE

SOURCE DRAIN

Thin SiO2
¥ (0.1 um)

Thick SiOz
___________________ (1 pm)
o T e Thick SiOz2 Thick SiOz
_________________________________ ( M"‘) (1 um)

I:I:I . Mask

«——— Photoresist

-

Thick SOz Thick SiOz
(1 o) (1 pm)

(b)
8(a & b) thick layer of SIO2 grown and masked with photoresist S and D contact cuts
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-—  Metal(1uam)

-

s e e = Thick SiO2 Thick SiO2
__________________________________ (1 pm) (1 pm)

@

SOURCE DRAIN
GATE

9(a& b) metal layer deposition and metal layer is masked @nd etghedto form final NMOS
transistor

CMOS Fabrication ¢
e Thereare anumber of methodsfor CMO, 1on, which includes p-well, n-well, twin
tub and silicon-on-insulator (SOI)
e The p-well process is widely u thédn-well process as it is an retrofit to existing
nMOS technol ogy.

The p-well Process

‘e
. N

llllll\
e, o W 3w
AN A
A LR R

¢
AR

v -
S N
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p+ mask (negative) / n-diffusion
—

777, "SI 7/
e/ o
G I

~
’

, ,
\\\\\\\’\\

EA A ”

vvvvv

,,,,,,,,,,,,,
............

-type devices can be formed with
the help of masking and diffusion. In order odate n-type devices, deep p-well is

diffused into the n-type substrate. Thisi

» Mask: definesthe areas in\Wwhi e deep p-well diffusion has to take place.

» Mask 2: defines the tf eregion (where the thick oxide is to be removed or
stripped and thin Qxie

»  Mask 3: patterqi e polysilicon layer which is deposited after thin oxide.

where p-di to take place.
= Mask of mask 4 (p+ mask) is used which defines areas where n-
[ take place.

» Mask 6: Centact cuts are defined using this mask.
» Mask 7: The metal layer pattern is defined by this mask.
= Mask 8. An overal passivation (over glass) is now applied and it also defines
openings for accessing pads.
¢ Inthe process, the diffusion should be carried out with special care as p-well concentration
and depth will affect the threshold voltage and also the breakdown voltage of the n-
transistor.
e To achieve low threshold voltage either deep-well diffusion or high-well resistivity is
required.
o But deep well require larger spacing between n- and p-type transistors and wires due to
lateral diffusion and therefore needs larger chip area.
e The p-well acts as substrate for n-devices within parent n-substrate and two aress are
electricaly isolated

Then-well Process
e The p-well processes have been one of the most commonly available forms of CMOS.
However, an advantage of the n-well processisthat it can be fabricated on the same process
line as conventional n MOS.
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e n -well CMOS circuits are also superior to p-well because of the lower substrate bias
effects on transistor threshold voltage and inherently lower parasitic capacitances
associated with source and drain regions.

e Typicaly n-well fabrication steps are similar to a p-well process, except that an n-well is
used which isillustrated in flow diagram

e Thefirst masking step defines the n-well regions.

e The well depth is optimized to ensure against p-substrate to p+ diffusion breakdown
without compromising the n-well to n+ mask separation.

e The next steps are to define the devices and diffusion paths, grow field oxide, deposit and
pattern the polysilicon, carry out the diffusions, make contact cuts and metallization.

e Ann-well mask is used to define n-well regions, as opposed to a p-well mask in a p-well
process.

e Fig. Depictsinverted circuit fabricated by n-well process.

A
N
QO

Fig. Main stepsin typical n-well process

B o
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Y OO
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n-wall

Fig. (A) Cross-sectional view of n-well CMOS Inverter
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The Twin-Tub process

e Twin-tub CMOS technology provides the basis for separate optimization of the p-type and
n-type transistors, thus making it possible for threshold voltage, body effect, and the gain
associated with n- and p-devices to be independently optimized.

e Generally the starting material is either an n+ or p+ substrate with alightly doped epitaxial
or epi layer, which is used for protection against latch-up.

e The am of epitaxial is to grow high purity silicon layers of controlled thickness with
accurately determined dopant concentrations distributed homogeneously throughout the
layer. The electrical properties for this layer are determined by the dopant and its
concentration in the silicon.

v e

Eptaxial
layer

Twi cture.

BiCMOS Technology

e Theload driving capabilities of

and sinking abilities of both p

e Bipolar transistors provide hi
MOS transistors.

e ThusBipolar can be

as BICMOS devic

sistorsisless because of limited current sourcing

n-well

\A

/ )

7 [ r
buried n* subcollector (BCC D) p’ connection to base

Cross section of BICMOS process
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Layout view of BICMOS process.

CMOS technology BiCM OS technology

1. | It has bidirectional capability (source Essentially unidirectional
and drain are interchangeable)

2. | Low static power dissipation High power di ion

3. | It has high input impedance It has Low ir@edance

4. | High Packing Density Low Packiig Dénsity

5. | IthasLow gain Ith

6. | High delay sensitivity to load al sitivity to load

&
N\
QO
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Module 2
MOS and BiCM OS Circuit Design Processes

e Methods of realizing circuit design in silicon
e The design process can be understood by means of stick diagrams and symbolic
diagrams along with set of design rules.
e Design rules: is a communication link between designers specifying the requirements
and the fabricator.
MOS L ayers:
e MOScircuits are basically formed by 4 layers
* Metd
= Polysilicon
= N diffusion
= Pdiffusion
e Hereall the 4 layers are isolated from each other through thick or thin oxide layer
(i.e, silicon dioxide layer)
e The thin oxide (thinox) layer incl udes,n-d@ p-diffusion and transistor

channel. \

Stick diagram:
e Stick diagrams are a means of capturi Graphy and layer information using
simple diagrams.
e They convey layer information
e Actsasaninterface between
e Stick diagramsdo show all ¢

components and helpsin

codes (or monochrome encoding).
pboltecircuit and the actual layout.

\‘;‘@o ents/vias(contacts), relative placement of

& Gand routing. It goes one step closer to layout.

=

15EC63

e However they do not

width of wiresalso t

S process.

sen for different technologies is shown below.

LAYERS

MASK LAYOUT ENCODING

CIF LAYER

GREEMN

BLUE

n

[

_ Thinox®

~-cftusion
in* active)

Polysilicon

Metal 1

N

| Nz

ox = n-diff. + transisicr charmels

ND

NP

NA

NC

FEATURE

BLACK @ Cantact cut 'l

gl B AL TUChOE Qergans (:] -
nMoS

ONLY mplant
YELLOWY

nMOS

Bos - Buried @ -
BROWN SO i

FEATURE (STICK) FEATURE {SYMBOU) FEATURE (MASK)

erhanceman

t
mode transistor

Transistor length

L

w

3 §

10 wichth ratic L

G

D

W should be shown.

ey

(LW
113

|
| B

Scource, dran and gate labefing will not normally be shown |
A 1 |

8 " Lw W e
n-type depletion Lw - L T
moce transistor -+- —+— -

i H IE] DI {'_:,// Z /,/3
AMCS only s 8,0

act placement of components, transistor sizes, length and
aries. Thus we can say that it does not give any low level
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Procedureto draw Stick Diagram:

Nmos Design Process.

1) Draw two metal lines/ power rails providing sufficient space to accommodate all
transistors. i.e: Vdd & Vss.

2) Draw common n+ diffusion layer for all the transistors.

3) Provide Vdd and Vss contacts.

4) Draw polysilicon to cross n+ diffusion layer to form transistors.

5) Create buried contact for depletion transistor.

6) Provide input and output connection.

CMOS Design Process:

e Two type of transistors are used i.e: Nmos and Pmos, thusin stick diagram
demarcation lineis used to separate them.

e All Pmostransistors are placed above Demarcation line and Nmos transistors below
demarcation line. .

e Whiledrawing stick Diagram
1. Diffusion paths must not crossthed ar&)

2. N-diffusion and P-diffusion wires
3. Nmos and Pmos transistors arej
4

Cross must be placed on V
connection respectivel

Metal layer when it isrequired.
which represent substrate and P-well

RS MASK LAYOUT ENCODING OF LAYER
* Thinox = n-diff. + p-difl. - CAA
transistior charnneds o
" activ
Thi'iox‘.) [ CNA
Polysiiicon Encedimgasin __ - s L
e T Color plase 1(a) CMF
—_— 4 — — — — — . —
Contact o CC |
— — 4 — —_— — — —] — e -
Overgass COeG
1T 1 o mask =
| Cas
P dffumcn T F 7 - of
(P Actrve) [ Ll L | ‘ CPA
eithe 14
p° mask con
E |
Netai 2 : = | CMS
| BLack - ViA | E-'-—l CVA
Oemarcaton lirne
BEROWN — — — — — 2 2 e
p-well edge 1= shown as p-well 2N
& demarcation line in i =3 B LR, P
stick chagrams
= Yoo [V,
WV ‘vli >
x UMD g | -
contact

FEATURE FEATURE (STICK) FEATURE (SYamBECL) FEATURE (MASK)

Uc:mn cab—-—- I|rv-

n-ype enbhanceamert ’ —
sist >

e =8 E=] O

fas »n 1 Z

Codor plate 7(s

Transistor length YO width ratio LW may bes shown
l ==
(v
l | s =
s D

—~— — — — — G
Demarcation line
Nafe p-type bRnsistors are placed above and n-type helow the dermarcaion ine

pP-type
enhancement
mode ransistor
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Procedureto draw Stick Diagram:

1) Draw two metal lines/ power rails providing sufficient space to accommodate all
transistors. i.e: Vdd & Vss.

2) Draw demarcation line in the middle of the two power lines.

3) Draw P+ diffusion above demarcation and N+ diffusion below demarcation

4) Draw polysilicon to represent Pmos and Nmos which represents gates of the transistor.
5) Connect source terminal of transistors to supply.

6) Drain terminals of transistor are connected using metal 1.

7) Place contact cuts wherever necessary.

8) Draw X which represents substrate and P-well contact on power lines.

Layout: describes actual layers and geometry on silicon substrate to implement a
function(Expressions).

[Diffusion region where transistor can be formed is called agtive region, polysilicon serves as
the gate of MOS transistor. L defines channel length and \@ents width of channel/active
region|

Design rules: are set of guidelines which specify
layout drawing. Design rules also acts a co
process engineers during manufacturing ph

wm dimension and spacing allowed in
n link between circuit designers and

Goal of design rule: is to achi
wafer)/(Total no. of chips on wafer)!

m vyield. Yieldd = (No. of good chips on

Design rules are aso called
rules must be more aggress
There aretwo rules.
1. Micron Rule - Abs
Here the circuit demsi
2. Lambda (A) Base
Conway. Scalable design rules, here this design rule normalizes al geometric design rule by
parameter lambda (L) also caled as scaling factor/feature size. In this all mask patterns are
expressed as multiples of lambda.

es. If the circuit performance has to be increased then
is leads to non-function of the circuit or yield reduction.

ension rule, here all sizes and spacing are specified in micron.
e important goal.

Advantages of lambda based design rules:

1. The mask layout can be scaled down proportionaly if the feature size of the fabrication
process is reduced.

2. Design rules are conservative.

3. This rule enable technology changes and design reuse and reduced design cost.

Disadvantages:
1. Linear scaling cannot be extended and is limited over range of dimension (1-3 pum)
2. Asrules are conservative, results in over dimension and density of design isless.

The Design rules can be conveniently set out in diagrammatic form as shown in fig. 1
for width and separation of conducting path. In fig. 2 shows the design rules associated with
extensions and separations with transistor. Fig. 3 and 4 demonstrates the design rules for
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contacts between layers. Table below aso gives the layer and distance of separation
dimensions.

Layer Dimension Layer -Layer Dimension
n-diffusion 0 n-diffusion — n-diffusion 3\
p-diffusion 0 p-diffusion — p-diffusion 3\
Polysilicon 0 n/p diffusion - polysilicon 1A
Metal 1 3 Poly-poly P
Metal 2 4\ Metal 1 3%

Metal 2 40

Layer dimension Distance of Separation
*

A

Fig. 1 Design rul and separations (nMOS and CMOS)

N\
(\O

Fig. 2 Design rulesfor Transistors (nMOS, pMOS and CMOS)
Transistor design rules

*  Minimum dimension of transistor is 2\ x 2\ — overlapping of diffusion and ploy
= Poly and diffusion both must extend beyond the boundary of transistor at least by 2A

Dept. of ECE, SVIT 2017-18



VLSI Design 15EC63

= Implant for depletion mode transistor is 6 X 6\ i.e., implant must extend boundary of
transistor by at least 2\ in all direction.

= From the boundary/ implant of one transistor, the next transistor should maintain min
distance of 2A

= The distance from contact cut to transistor should be at least 2A

Metal contact — contact between metal 1 to polysilicon OR metal 1 to diffusion (active
region) is called metal contact. Thisisshowninfig. 3

= A 2A x 2\ cut centered on 4A x 4) superimposed area is used to connect layers
= |n case of multiple contacts the distance between adjacent contacts should be 21

Fig. 3. Contacts CMOS)

Jﬂ 2 iscalled via contact as shown in fig. 4.
upctimposed area is used to connect layers

and cut both are used

Via contact — the contact between m

= A 2\ x 2) cut centered on 4
=  To connect metal 2 with diff

Fig. 4 contacts

Contact Cuts:

e Electrical connection between layers can be done using special structures 'contact
cuts.

e There are 3 approaches for contacts between polysilicon and diffusion in nMOS
circuits. They are
1. Polysilicon to metal and then to diffusion
2. Buried contact - polysilicon to diffusion
3. Butting contact - polysilicon to diffusion using metal
v" Among the three buried contact is most used as it gives economy in space and reliable
contact.
> Buried contact is distinguished feature in nMOS for connection between poly and
diffusion and thisis most widely used than butting contact.
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Buried Contact (hnMOS):

= Layer is joined over the area of 2A x 2A with buried contact cut extending by 1A in all
directions except in the diffusion path. It extends by 2A in order to avoid formation of
unwanted transistors.

= The contact cut shown in broken line indicates the region where thinox is removed on
the silicon wafer and polysilicon gets deposited on wafer.

=  When impurities are added, it diffuse into poly and aso to diffusion region within the
contact area. This provides satisfactory contact between ploy and diffusion as shown
infig 5.

» In CMOS poly to diffusion connections are made through metal. The process of
making connection between metal and either of 2 layers (poly or diffusion) is by

buried contact.
’\Q
2 2

A
M,{\@

WT

T

N

W
/.
7 T

Special case when

e.g. pull-up transistors
in NMOS (implant not 64
shown) Channel NN A Butting contact shown
Length L “ W without metal lid for
Pacas clarity
A W
w)

Fig. 5 Buried and butting contacts only for nMOS
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Polysilicon over
diffusion

Fig 5. Cross section through contact structures

Butting contact

=  Butting contact process is complicated and done whe@yers do not overlap. Contact
cut of 2A x 2 is made until each of layers isjoinedwa yers are held in such away that
these two contacts become continuous. *

= The poly and diffusion outlines overlap hiflox under ploy acts as mask during
diffusion process. Finaly contact betw 0 Putting layers is done by a metal. This can
be seenin fig. 5 cross-sectional vi

Double Metal M OS Process Rules:

e If to process consid
design capabiliti
and Vss/Gnd) di

e Thisprocessi

e This techni

w introduction of second metal layer will boosts the
ore freedom. Ex. this will be helpful for power rail (Vdd
d also for clock.
ouble Metal MOS Process
ves connecting metal 1 and metal 2 contacts called 'via. Thisis

n-diffusion

Via
SRRV
:‘~§ 2

\

(c) Metal 2-via-metal 1 cut-n-diifusion connection ....section through ZZ

Fig. 6 cross section of via contact structure

e The 2" metal layer is coarser than 1% metal layer (conventional) and the isolation layer
between the 2 is usually thicker than normal.

e To distinguish contacts between 1% and 2" metal layer they are called as “vias’ rather
than contact cut

e In stick diagram representation its color code is dark blue or purple.
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The steps of fabrication processis asfollows:
1. Using chemical vapor deposition oxide layer under 1% metal layer is deposited.
2. using same method oxide between 2 metal layers are formed.
3. Selected areas of oxide are removed by using plasma etching. The etching processis
done under high vertical ion bombardment to get high and uniform etching.

The layout strategy used with double metal process is summarized as below
1. Second metal layer is usually used for global power railings and clock lines

2. First metal layer is used for local power distribution and signals.
3. The layout of the two metals are such that are mutually orthogonal wherever
possible

= Similar to double metal process, other process allows second poly layer. The process
steps are similar to previously described process.

= Thefirst polysilicon (poly 1) layer is deposited patterned on this a second thinox
(thin oxide) layer is grown. On this the second ol Ysilicon (poly 2) layer is deposited
and patterned. Thus 2" thinox isolated the pol &s.

= Presence of poly 2 provides greater iligy” in interconnections and alows
transistors to be formed by intersectio and diffusion.

CMOS Lambda-based Design Rules:

g, CMOS fabrication is more complex.
, Noting exclusion of butting contact and buried

e Comparing to Nmos fabri
e Extending the Nmos desi
contact rules.

e Additional rules
CMOS, i.e p-

ith CMOS process concerned with unique feature p-well
Mask and Substrate contact.
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Problems on stick diagram and layouts.

Nmos | nverter
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e When more number of inputs available, Euler’s path is determined to know gate
ordering.

e Advantage of using Euler’s path is to that a common diffusion line can be used which
reduces number of contact cuts.

e Uninterrupted path in both pull-up and pull down network represents optimized gate
ordering which helps in drawing layout without breaking the diffusion layer.
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Stick diagram of 2:1 MUX using transmission gates.
Two input XOR gate realization using transmi@at%.
2
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Basic circuit concepts

e InMOS technology, Active devices are dealt with some measurement.

e Wiring up of circuits is done through various conductive layers which is produced by
MOS Processing.

e Thereforeit is necessary to be aware of resistive and capacitive characteristics of each
layers.

e For evaluating the effects of wiring, input and output capacitances, sheet resistance and
standard unit capacitances are used.

e Further delay associated with wiring, inverters are evaluated by the term delay unit <.

Sheet Resistance R,

Consider a transistor with a channel having resistivity p‘wi thickness t and length
between source and drainisL. \

ween drain and source is expressed as.

NS
Resistance of the @bﬁ

R — p.Length _p.L
DS ™ Area of cross section t.W
L
Rps = RSW

Where Ry = % isaconstant and it is called sheet resistance.

From the above equation, sheet resistance can be defined as resistance of the channel whose
length and width are equal.

R is completely independent of area square. Ex: 1um per side square slab of material has
exactly same resistance as 1cm per side square slab of same material if thicknessis same.
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Area capacitance

In between gate and channel exists a capacitance and it is called gate capacitance and
denoted by Cj,.

=
-3

From the above diagram.

€, = permittivity (@

space = 8.854x 10~12 F/m.
€,.= relative permittivity of a given material
D = thickness of sio2 constant for a given technology.

Area capacitance is defined as capacitance per unit area at the gate of transistor and denoted
by C,.

Standard unit of capacitance (0Cy)
The standard unit of capacitance is defined as the capacitance at the gate of 1:1 transistor.
Ex: consider a 1:1 transistor where L = 2A and W = 2.

Gate area of transistor = L x W
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A=2Lx21=(2))2
Actual capacitance at the gate of transistor C = C,. A = C,. (21)?
C=4x10"* PF/(um)?2. (21)?
Consider 5 um technology, i.e: 2A =5 um
C=4x10"* pF/(um)?%. (5 um)? = 4x10~* x 25 = 0.01 pF
C=1ao(,
Standard Delay Unit (1)

Time delay is measured in terms of standard unit t.

It is defined as product of R and C,.i.e. T = R,.0OC, ’\Q
*

M easurement of T.

Consider nmos driven by pass transistor sh
indicated. Pass transistor is ON for giv
R, dueto itsequal length and width. Rt
capacitance OC,. Since pull down he

0 |®w figure and the dimensions are
%tage V. Passtransistor is represented by

n transistor of inverter is represented by

T isdefined as time taken by capacitor to charge from 0 to 63.2% of maximum value as
shown in below figure.
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Inverter Delays

Consider basic 4:1 nmos inverter. To achieve 4.1 Z,,, to Z,, rétio, R, will be 4R,,. Clearly
resistance R,,, valueis R,, = 4 R, = 40KQ. Meanwhile R, value is 10KQ.

Delay associated with inverter depends on ON and OFF condition of transistors.

Consider a pair of cascaded inverter, delay in this pair will be constant irrespective of sense
of logic level transition. The overall delay of nmos inverter is T + 4t = 5t. Shown in below
figure.

discharging condition) an rning off is 4 t (capacitor charging condition).
Asymmetry becomes w

Gate capacitance is double compare to nmos inverter since input is connected to both
transistors and delay associated with pair of minimum size invertersis shown in below
figure.

Dept. of ECE, SVIT 2017-18



VLS Design 15EC63

Asymmetry of resistance is eliminated by increasing the width of p- device channel by factor
of two or three, but gate capacitance increases by the same factor.

Driving large capacitive loads

e A large capacitive loads problem arises when a signal to be transmitted from On chip
to Off chip destinations.
e Off chip capacitance is is generally higher than On chip 0oC,;.And it is denoted by C;.

C, = 10*aC,
e A capacitance of this order to be driven through low resistance otherwise long delays
will occur.
Cascaded Invertersasdrivers
*
e Invertersto drive large capacitive loads resistanc jated with pull up and pull

down transistorsto be low.

e Low resstance valuesof Z,,, and Z, i
be made wider to reduce channel resi
area.

e GateareaLxW is more signifi
down rate of change of vol

e RemedytouseN

width of each succ;s'&

g . .
L:W ratio or channel width must
consequently inverter occupies large

large capacitance present at input which slows
ut.

is by maintaining L to a minimum feature size and
sincreased by factor f as shown in below figure.

e With increase in width factor increases capacitive load at input side and area occupied
by the inverter also increases.

e Therate of width increase influence on number of stagesto be cascaded to drive
particular C; value.

e Total delay associated with nmos pair is5 t and cmos pair is 7 7.

Let y= CL/EICg = fN | f and N are interdependent.

To determine value of f to minimize overall delay for giveny
In(y) = N In(f)
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_In®»)
In(f)
For N even, total delay = % 5ft=2.5f t(nmos) or

==7f1=3.5f 1 (cmos)

: —Inky)
In all cases, deIayaNfr—ln(f)fr

e Total delay isminimized If f assumesthe value e. i.e: each stage is approximately 2.7
times wider than its predecessor and it is applicable for both cmos and nmos inverters.
Thus assuming f = e, we have
Number of stages N= In(y)
And overall delay t,
N even: t;= 25N 1 (NMOS) or t;=3.5N 0OS)
N odd: t,=[2.5 (N-1)+1]e t (NMOS) 0nt, N3.5(N-1)+1]e t (CMOS)
For AVin which indicates logic QtQ Mstion of Vin.
t,=[2.5 (N-1)+4]e T (NMOS) or th=48.5¢N-1)+5]e t (CMOS)
For AVin which indicates 1dgi¢”1 #8*0 transistion of Vin.

Super buffers X
e Asymmetry of conventional invert rise to significant delay problems when used
to drive large capacitive load
Common approach used in n isto use super buffers an inverting type nmos super

buffer is shown in figure. \

e Consider input Vin =1, the inverter formed by T1 and T2 is turned On and thus gate of
T3 ispulled down to zero volts with small delay. So T3 isin cut off and T4 isturned On
and output is pulled down.

Dept. of ECE, SVIT 2017-18



VLS Design 15EC63

e WhenVin=0, gateof T3 isallowed to rise to Vdd. Thus T4 turned Off, T3 is made to
conduct with Vdd on its gate. The voltage applied to gate is twice the average voltage of
conventional nmos inverter.

e Doubling effective Vgs will increase current, thus reduces the delay in charging capacitor
at output, so symmetry is achieved.

e The Non-inverting type nmos inverter is shown in below figure.

BICMOSInverter

e Bipolar transistor availabil ¥R 0s technology presents possibility of using bipolar
transistors as drivers a
e Transconductance apd

has high current dki apability.
e Bipolar transi h ponential dependence of output current on base emitter voltage

which means transistor can operate with small input voltage swing compared to MOS
transistors and switches large current.

e Sothebipolar transistors have better switching performance results in small input voltage
swing and switch large current.

e Switching performance of transistor driving capacitive load can be seen from simple

model.
e Thetime required to change output voltage VVout by an amount equal to input voltage is
given by
At =L
Im

Where g,, istrans conductance of bipolar transistor. As g,, increases At decreases.
e Bipolar transistor delay has 2 main components Tin and T..
e Tinistheinitial time required to charge the B-E junction of the transistor. It is time taken
to charge the input gate capacitance.
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e T, istime taken to charge the output load capacitance C; . This value is less for bipolar by
factor of hg,.

e AsBJT hashigher Tin, T, is small and because of this faster charging takes place and
helps in reducing the delay.

e Combined effect of Tin & T, isin ingraph. Thereis C,, critical load capacitance below
which BICMOS driver is shown than CMOS driver.

O\Q
*
e Delay of BICMOS is described b %&//zd)a / hse)Cy
e Delay for BICMOS inverter isred afactor of hr, when compared with CMOS
inverter.
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Module 3
Scaling of MOS Circuits

e High density chipsin VLSI technology requires packing density of MOSFETS used
is high and aso the size of the transistors to be as small as possible. This reduction
of sizei.e. the dimension of MOSFET isreferred as 'scaling'.

e |t is expected that characteristics of the transistors will change with scaling and
physical limitations will restrict the extent of scaling.

e Microelectronic technology is characterized in terms of indicators or figures of
merit. The common figure of merits are

0 Minimum feature size

0 Number of gates on one chip

0 Power dissipation

o0 Maximum operational frequency

o Diesize

0 Production cost .

e The figure of merits can be improved by shrifikinGythe dimensions of transistors,
interconnections and the separation betw , adjusting doping levels and
supply voltages. *

e There are 2 types of size reduction/ ies/ scaling models

1. Full scaling or constant-fiel n
2. Constant-voltage scaling.
e Recently combined voltage {ahd sion moddl is presented. It is aso called as

‘Lateral scaling’ ’
Two scaling factors 1/o_ands#¥# are used.

aCtor for supply voltage Vpp and gate oxide thickness D

l/oisused ass for other linear dimensions
Scaling theor ates that the characteristics of MOS devices can be maintained
and the ba ona characteristics have to be preserved if the parameters of a

device are's accordance to a given criteria.

» Constant field scaling: scaled device is obtained by applying
dimension lessfactor to
= All dimensions
= Devicevoltages
= Concentration densities

Scaling factorsfor device parameters:

The device dimensions are shown in Fig. 3.1

Dept. of ECE, SVIT 2017-18



VLSI Design 15EC63

i
Polysilicon
vay: 2.2 o Y24 n* I
e [N /4
p- type - Doping Ng

Fig. 3.1 scaed nMOS transistor

4

1. Gate AreaAg \Q

Ag=LW ¢

L and W defines channel len K respectively. They are scaled by factor
1/a.

Thus Agis scaled by ,‘$

2. Gate Capacitance per g8 Co or Cox

Eoxisthe p w of gate oxide and D is the thickness of gate oxide (thinox).

Thus Coi Dy 713 =p

3. Gate Capacitance Cq

Gate capacitance is given by, Cg = CoL W
Thus Cyis scaled by p*1/a’= p/a?

4. Parasitic Capacitance Cx
Ciis proportional to Ay/d
Where d depletion width around source or drain, it is scaled by 1/a. Ax is area of

depletion region around source and drain, it is scaled by 1/a?
Thus Cx is scaled by (1/a2)/(1/a) = Va

5. Carrier Density in channel Qon
Qonis the average charge per unit area in the channel in the ‘on’ state.
Qon=CoVgs [Cois scaled by B and Vgsis scaled by 1/B]
Thus Qonis scaled by p* 1/p=1
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6. Channel Resistance Ron
L
—_ %
Ron= W 1/Q0nlvl
L isscaled by 1/a, W is scaled by 1/a, Qonis scaled as 1, p is carrier mobility in the

channel and is a constant.
Thus Ron is scaled by (1/a)/( 1/0)* 1/1=1

7. Gate Delay Tq
Tdis proportional to Ron. Cy
Ron is scaled to 1 and Cy is scaled by p/a?
Thus Tq s scaled to 1*B/o?= B/a?

8. Maximum Operating Frequency fo
fo = W/L *(HCoVDD)/Cg

orfoisinversely proportional to Tq
Thus fois scaled as 1/(B/o?) = a?/B ’\

9. Saturation Current lgss .

&&s, W and L is scaled by 1/a, Vg and Viboth

c W 2
T R,

Co is scaled by B, p and 2
voltages are scaled by 1/f.
Thus lgssis scaled by B*(

10. Current Density
= Idss,

A is the gfos onal area of channel in ‘on’ state and is scaled by 1/0? and lgss iS
scaled by
Thus J is scaled by (1/B)/(1/02) = 0%/

11. Switching Energy per gate Egq
1 2
Eg = 5 C ;;VD—.'J
Cyis scaled by p/a?and Vpp voltage is scaled by 1/p.
ThusEg is scaled by (B/a?)* (1/p)%= 1a2p

12. Power Dissipation Per Gate Py
Py comprises 2 components, i.e., Pg= Pgs + Py
PqsiS the static component, given by Pgs= (Vbp)%/Ron
Pgdi s the dynamic component given by Pg= Eg*fo
Voppis scaled by 1/B, Ronis scaled by 1
Eqisscaled by 1/a?p, fois scaled by a?/p
Thus Pgsand Py both are scaled by (1/B)?
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Thus Py is scaled by 1/p2

13. Power Dissipation Per Unit AreaPa

Pais defined as scaled by

1
Pzgz(FLa_Z

14. Power-Speed Product Pr

Summary of Scaling effects of all the 3 modelsis

Pr=P;* Tg

Pyisscaled by 1/p%and Tq is scaled by p/a?
Thus Pris scaled by (1/82)*(B/o®) = 1/2p

=

e table below

Parameters d V and D Constant E Constant V
Vop Supply voltage 1/ Vo 1
L Channel length 1/ 1o /o
W Channel width /e /e o
D Gate oxide thic 1/ /e 1
A, Gate area 1/o? 1/e? e
Co(or C,;) Gate C a B o 1
C, Gate cgpadiga pla? /et 1/e?
o Paras % ¥¥itance /ot /e e
Qon depbi 1 1 1
R anne) resistance 1 1 1
5 S ﬁm current 1/ 1/ 1
A, Conductor X-section area Vo? 1/ 1/e?
I Current density /B o o
Vs Logic 1 level 1/ /e 1
E, Switching energy 1708 /e 1o
Py Power dispn per gate 1/p? /02 1
N Gates per unit area o? o? o?
P, Power dispn per unit area o’/p? 1 o’
T, Gate delay B/a? 1o lo?
P Max. operating frequency o?/B o o?
Pr Power-speed product /2.8 Ve /0
Constant E:f = a; Constant V:f = 1
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Subsystem Design Processes

Here the chapter deals with design of a digital system using a top down approach.
The system considered is a4 bit microprocessor.

The microprocessor includes ALU, control unit, I/0O unit and memory. Here only
ALU or data path is considered. The data path by itself is further divided into subsystem and
in this ‘shifter’ unit is considered.

General Consider ations:

v" The considerations provide ways of handling problems, provides way of designing
and realizing systems which are too complex
v" Also help in understanding and appreciating technologies. The considerations are as
follows:
e Lower unit cost : with different approaches available for same requirement
lower unit cost is appreciable .
e Higher rdiability: high levels of integrations greatly reduces
interconnections and this in turn proyi Z& reliability.
e Lower power dissipation, lower @nd lower volume: in comparison
with other approaches.
e Better performance: particulérl ms of speed power product.
e Enhanced repeatability®yi ge are fewer process to be controlled in the
whole system or ver to be realized on a single chip, this reduces
the repeatability whi

v" Some Probl
How to desi
The nat
technolog
3. Thetestability of large/complex systems once implemented on silicon

lex systems in areasonable time and reasonabl e effort.
itectures best suited to take full advantage of VLSI and the

NP

For the problem seen the solution is as follows:
Problem 1 & 3 are greatly reduced if two aspects are followed.

a) Top-down design approach with adequate CAD tools

b) Partitioning the system sensibly

¢) Aiming for simple interconnections

d) High regularity within subsystem

e) Generate and then verify each section of the design

Devote significant portion of total chip areato test and diagnostic facility

Problem 2 can be solved by

= Select architecturesthat allow design objectives and high regularity in realization
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[lustration of Design Processes:

= Structured design begins with the concept of hierarchy. This involves dividing any
complex function into less complex sub-functions. This can be done until bottom
level referred to leaf cellsis reached.

= Thisprocessisknown as top-down design

= As a systems complexity increases, its organization changes as different factors
become relevant to its creation

= Coupling can be used as a measure the sub-modules interconnection. Clever system
aims at minimum sub-modul e interconnection resulting in independent design.

= Concurrency should be exploited so that al gates on the chip do useful work most of
thetime

= Astechnology is changing fast, the adaptation to a new process must occur in a short
time.

General Arrangement of a4-bit Arithmetic Processor:

The basic architecture of microprocessor is shown belgw.Q

@\' Basic digital processor structure

e It has a@wich processes data when applied at one port and gives output at
second port.
e |tisalso possible that both data ports can be combined to form a single bidirectional

port if storage facility is available in the data path.

Data path Data path
Data in Data out Data infout 2
> and logcaland. <> and logca and
shift operations shift operations
and temporary or and temporary
storage of operands storage of operands
I Contl f
Control 1 Control
Data
— -
| Data
One possible interconnection strategy

Fig. Communications strategy for data path
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e The data path can be decomposed into having main subunits as it will be helpful in
deciding the possible floor plan.

e The sub units can be linked with different bus architecture. It can be either one-bus,
two-bus or three-bus architecture. .

One bus architecture:

*
The sequenceis: ,
1. First operandi om register to ALU and stored there.
2. Second oper oved from register to ALU where operands are added

Py’other arithmetic operation) and result is stored in ALU
) passed through shifter and stored in register.
4. The processtakes 3 clock cycles and this be fastened by using two bus architecture.

Two bus architecture:

t Al 4-bit bus % out

4-bit
Registers |- ALU Shifter
7 bus ’
1 T‘-bﬂ bus T In

The sequenceis:

1. Both operands (A & B) are sent from register(s) to ALU & are operated upon, result

SinALU.
2. Result is passed through the shifter & stored in registers.
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3. Thisrequires 2 clock cycle.

Three bus architecture:

1. Both operands (A & B) are sent from registers, operated in the ALU and result

which is shifted is returned to another register. these happen in same clock
period. .

¢+ During the design process, care must be t, Mlocating layers to various data
path and guidelines. The guidelines are
= Metal can cross poly or diffusi

Poly crossing diffusionforgta or.
Whenever lines touc h e level an interconnection is formed

= Simple contacts can tojoin diffusion or poly to metal.

Buried contacts or.a

for power ra
= Twom ay bejoined using avia
= Each particular electrical properties which must be taken into

layouts, p-and n-diffusion wires must not directly join each other
they cross either ap-well or an n-well boundary

Design of 4 bit shifter

e Agenerd purpose n-bit shifter should be capable of shifting n incoming data up to n-
1 place either in aright or |eftdirection.

e Shifting should take place in ‘end-around’ basis i.e., any bit shifted out at one end of
adata word will be shifted in at the other end of the word. Thus the problem of right
shift or |eft shift can be easily eased.

e [t can be analyzed that for a 4-bit word, that a 1-bit shift right is equivalent to a 3-bit
shift left and a 2-bit shift right is equivalent to a 2-bit left etc. Hence, the design of
either shift right or left can be done. Here the design is of shift right by O, 1, 2, or 3
places.

e The shifter must have:

« input from a four line parallel data bus
« Four output lines for the shifted data
 Theinput data can be transferred to output lines using shift from 0, 1, 2 to 3 bits

e While designing the strategy should be decided. The chosen strategy here is data
flow direction is horizontal and control signal flow direction is vertical.
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e To meet the criteria a 4 x 4 crossbar switch is used. The MOS switch
implementation of 4 x 4 crossbar switch is shown in the Fig below.

+ -1 © OUT.
S 1 S [ S P
T 3 T T
$Co3 43 $C23 SCa3
-0 QUT.
L|_,_ L\_:—' L\_:—* I—|_:—‘ ‘
T i T i
SCo2 512 S¢22 SCa2
© OUT,
T 3 T i3
SCo1 $C1q $C21 SC3 o,
Lot Tt Lot o
T B ) T b
$Co0 $Cy0 $C20
iNo N, M N

Fig. 4 x 4 crossbarfgwi

e Todrive each cross bar switch - 16 contro, alg SCoo to SCis are provided to each
transistor switch.

e Arrangement is genera and can be 0 accommodate n-bit inputs/outputs.

e |Inthisarrangement any input tg?nc ed to any or al the outputs.

e |If al switches are closed allfi onnected to all outputs and it forms a short
circuit.

e As it needs 16 contr
complexity, the swit

e Here 4 groups ofybi
bits.This arran

t increases the complexity and to reduce the
coupled in groups (in this case it is grouped into 4)

which corresponds to shift 0, shift 1, shift 2 and shift 3
called ‘barrel shifter’. (In this only 4 control signals is

needed)
. . . : ° OUT
i i) i I I
IN,
: : n - ° OUT
LA LA LA ]
- I ¥
IN,
- - - ° OUT
3= 3 K=
N
4 - : ’ o OUT,
I [ I | [ S | D | Iy
= = B F
- INg - IN, e IN, _— INg

Fig. 4 x 4 barrel shifter
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e The interbus switches have their gate inputs connected in a staircase fashion in
groups of four and there are now four shift control inputs which must be mutually

exclusivein the active state.

e CMOS transmission gates may be used in place of the ssimple pass transistor
switches if appropriate. Barrel shifter connects the input lines representing a word to
a group of output lines with the required shift determined by its control inputs (shO,
shl, sh2, sh3). Control inputs also determine the direction of the shift. If input word
has n — bits and shifts from O to n-1 bit positions are to be implemented.

0 — )—00

1™ 4*4BARREL ——01

12 | SHIFTER 02

13 o3
Input signals —— T output signals

4

SHO | SH1 | SH2 | SH3 | SH4
O0 |01 |02 |03 |00
01 |02 |03 |02 |01
02 |03 |00 |01 | O2
00 |01 |00 | O3

N}

S0 S1 152 s3 & .
control inputs
Block diagram of barrel shifter and sh% Is shown in the table.

[llustration of the Design Process

Regularity: It is an essentiali

otal number of transistors on the chip

y design. It reduces design efforts required for a
ign can be gauged as

e For 4x4 Big b shifter, regularity factor is given by

, 16
Regularity = T

Of transistor circuits that must be designed in detail

In case of barrel shifter it needs only one transistor designing and the same

can be applied to all the 16 transistors.

e Higher the regularity lesser will be the design effort. Good system design achieve

regularity factor of 50 or 100.

Design of ALU subsystem

e Heart of the ALU isthe adder circuit

e 4 bit adder will perform the sum of 2 4-bit number and here it is assumed that

parallel operation form is done.

e The input to the adder needs two 4-bit buses, a single 4 bit is needed to move data
from adder to shifter and other another 4-bit bus for shifting output back to register
array. It also provide ‘carry out’ and possible ‘carry in’ signal

e Theblock diagram of 4 bit carry adder is shown below
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e Considering an example of binary arithmetic operation.

g there are 3 input. This number represents 3 inputsi.e.,
bits and previous carry/carry in

the correspo
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e Thesum carry equation we get is as follows:
e Sum Sc= HkC’k-1+ Hi Cia

New carry Cx=Ak Bk + Hk Ck-1
Where Hi isthe half sum given by Hi= A’k Bikt+ AxB’«

e The above sum and new carry equation can be implemented using ‘AND-OR’ or
using ‘EX-OR’ gates. But in VLSI this implementation becomes complicated and
alternate method is to find a standard element through which the above equations
can be implemented.

e Anayzing the table of full adder again, we can see that

For &, if Ak= Bk then Sk= Ck1
elseS= C'k1
For Ck if Ak= Bkthen Cx= Ax= Bk

gdse  C=Ck1
e A standard adder element (1 bit) can be impl eM{ as shown below
Carry in
ai> SN

Sum

K
Ck
arry out
n su Id be cascaded to form an n-bit adder.

Adder element

e Toform n-bit addel elements must be cascaded with carry-out of 1 element
significant bit.
i be implemented using multiplexer either in nMOS or CMOS
thod of implementation is easy to follow and results obtained are
Uhred Terms.
e Implementation of adder using MUX (pass transistor ) is shown in the last page.
Below figure shows the stick diagram of the same.

C,_,’l
B 1Y

8, _n —n g
1T a ulll By

e :@
s' Clock

Multiplexer (n-switches)-based adder logic
with stored and buffered sum output

Dept. of ECE, SVIT 2017-18



VLSI Design 15EC63

Implementing AL U function with adder element:

e An ALU must be able to add and subtract two binary numbers, perform logical
operations such as AND, OR and Equality (EX-OR) functions.
e Subtraction can be easily implemented using the adder element. Suppose we need
find A — B, then
= Compliment B and add 1 to it to get B’
= Addthisto Aie., A+B’
= Thisgives subtraction using adder
e Here compliment for subtraction can be served from ‘logical compliment’ (negate)
e |norder to keep architecture as simple as possible it would be better if al the logical
operations can be performed on the adder.
e Considering the possibility
We have the sum and new carry equations as

Sum Sc= HkC’k-1+ Hi® Cia
New carry Cx=Ak Bk + Hk Ck-1 ’\
*

Where Hk =A’k B+ AkB’k

» IfinS, if Cr1isheld at logic O then the #on would be
>  Sc=Hk. 1+ H¢

. SEH=A &

> Thisrepresen -OR function/operation
» IfinS if Ckaisheldatlo et the expression would be
> S=H

epresents the EX-NOR function/operation

> Ifin Cy, if Cyyl at logic O then the expression would be
Q:Ak By + Hi0
>

Ck=Axk Bk
> Thisrepresents the AND function/operation
» 1finCy, if C-1isheld at logic 1 then the expression would be

> Ck=Ax Bk + Hk. 1=Ak B+ Hk
> Ck=Ak Bk+ A’k Bkt AkB’«
> Ck= Bkt AkBk
> Ck= Bkt Ak
> Thisrepresents the OR function/operation

e Thus with suitable switching of carry line between adder element will give ALU

logical functions.
¢ One such arrangement for both arithmetic and logical function is shown in figure..
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Further consid

it
|

IO

SRR
i

N\ i

] Adders;

{o

Simple and direct implementation of adder circuit was observed now alternate form
of adder equations will be observed.
In the adder carry will be propagated when either Axor Bk is high. Thus this equation
can be written as

Pi= A’k Bkt+ AkB’kv= AkXOR Bk
Also carry will be generated when both Ak and Bk are high. This equation can be
written as

Gk= Ak Bk
With this the expression for sum Sqand carry Ck the expression can be written as
Sc= A’k BkC'k-1+ AkB’kCk-1+A kB kCr-1+ Ak BkCi-1
Sc= AkXORBk XOR Cx-1

And Ck=Ak Bk+ A’k BkCxk-1+ AkB’k Ck-1
Ci= Git PxC-1

Thus adder based on pass/generate carry concept is shown in the Fig
Using thiscircuit carry can either be propagated to next stage or generated.
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e Here propagate signal from ex-or gate is used to drive the transmission gate which

acts like a controlling signal to propagate the cargfsignal. Only when P signal is
high TG will be enabled and propagates Cr.1 ¢
d

e When P signal is 0 hen depending on the input A\

carry will be generated.

ate he carry signal. (When A=B=1,
ot/generated.)

e concept of carry chain and leads to
arry chain.

e ThenMOS and pMOS pass transistor will
carry is generated and when A=B=0
e This is a direct redlization which |

popular arrangement known as&

Manchester Carry Chain:

Qe 4
\ " e
o |

Note in this case, p, = &, ® b, as before
MG‘-;I-A

e |Itisafast adder circuit, it is acarry propagate adder in which the delay taken by the
carry to reach the last stage of output is reduced.

e Asseenin the previous concept of passing the carry the transmission gate, the path
can be precharged by the clock

e Then the path can be gated by the n-type pass transistor.

e When clock is 0, output will be charged to logic high due to pMOS. When clock is 1
pMOS will be off. If P«is high, then the carry will be propagate.

e If PkisO, then Cy.1 will not be propagated.
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e Depending on inputs at Gk,(Ax= Bk =1) carry will be generated or (Ak= Bk =0) no
carry generation.

e Even though Manchester carry cells are faster while cascading delay is observed.
Cascading is done by connecting pass transistor in series.

e Asn passtransistor is cascaded the delay also increases as square of n. thusin order
to reduce delay buffers are included at after every 4 chain as shown in the block
diagram

’\Q
Fig. Cascading of Man arry adder

Adder Enhancement Techniques:

e |n any adder element the previ & It is necessary to compute its own sum and
carry out bits.

e For smaller adder (n<8)
adder issmall but at thef |
also increases.

e Thus some speci§ Jes are used to improve the time taken for addition.

e Thisincludes

Note: All the above 3 technigues is a modification of ripple carry adder.
Carry Select Adder:

e Incarry select adder the adder will be divided into group.

e |t requires two identical paralel adders in each group except the least significant
group as seen in the block diagram.

e Each group generates a group carry. Here, two sums are generated simultaneously.
One sum assumes that the carry in is equal to one as the other assumes that the carry
inisequal to zero.

e A mux isused to select valid result.

e |t can be observed that the group carries logic increases rapidly when more high-
order groups are added to the total adder length.

e Thiscomplexity can be decreased, with a subsequent increase in the delay, by
partitioning along adder into sections, with four groups per section, similar to the

CLA adder.
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As By A, B,

Fig. Block diagram of Carry Skip Adder
Optimization of Carry Skip Adder: *

tikT IS given by

e For n bit ripple carry adder, the computatio
T = K1n, where K1listhe delay through 1 I
e Ascarry select adder is a modificatio ip which is having 2 adder in each

block i.e., each block has 2 parallel TRus computation time T becomes
T = K1n/2 + K2 where K2 is the titae needed by the mux to select the actua carry
1E0

output.
pple through effect of carry is observed in mux

e Suppose if there$s
adder cells (n zWiE

Minimum value for T is seen when M=,/nK1/K2

Note: except the first group all other groups have mux. If M is the number of groups the
number of mux for n bit adder will be (M-1) and delay observed is (M -1)K2.

Carry Skip Adder:

e In aRipple Carry Adder, if the input bits Ai and Bi are different for all position i,
then the carry signal is propagated at all positions (thus never generated), and the
addition is completed when the carry signal has propagated through the whole adder.

e Inthiscase, the Ripple Carry Adder is as slow asiit is large. Actualy, Ripple Carry
Adders are fast only for some configurations of the input words, where carry signals
are generated at some positions

e Carry Skip Adders take advantage both of the generation or the propagation of the
carry signal.

e They are divided into blocks, where a special circuit detects quickly if al the bits to
be added are different. This signal is called ‘block propagation signal’
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e If intheblock, if A & B bhits differ then the output i.e., block propagation signal = 1.
If it is 1 then carry entering the block can bypass and transmit the carry to the block
through multiplexer.

e Fig below shows 24 bit adder with 4 blocks and each block has 6 adder elements.

Fig. Block diagram of 24 bit carryeskip adder

Optimization of carry skip adder: ¢

e Let K1 represents the time needed by the s to propagate through an adder
cell, and K2 the time it needs to skip & ck. Suppose the N-bit Carry Skip

Adder is divided into M blocks, anﬁS ck contains P adder cells. The actual

ends on the configuration of the input
words. The completion time | but it aso may reach the worst case, when

all adder cells propagate the

Fig. Worst case carry propagation for Carry Skip adder

e The configuration of the input words (for the worst case) is such that acarry signa is
generated at the beginning of the first block. Then this carry signal is propagated by
all the succeeding adder cells but the last which generates another carry signal.

e In the first and the last block the block propagation signal is equa to 0, so the
entering carry signal is not transmitted to the next block.

e Consequently, in the first block, the last adder cells must wait for the carry signa,
which comes from the first cell of the first block. When going out of the firstblock,
the carry signal is distributed to the 2nd, 3rd and last block, where it propagates.
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e Intheseblocks, the carry signals propagate almost simultaneously (we must account
for the multiplexer delays).
e For the above condition the time to compute addition is given by
T=2(P-1)K1+(M-2)K2

Note: in the first block except the first bit al other bits have for carry propagation hence it
(P—1) and as the same is observed for last block it is 2(P-1) and delay is K1. Also the input
carry signal does not skip over thefirst and last block hence K2 is multiplied with (M-2).

Carry Look Ahead Adder:

e Thisisanother method to improve the throughput time of adder.

e Herethe prediction of carry is done and based on this designing is done.

e With the carry generate Gx= AkBk and carry propagate P«= (AxXORBk)Cinthe carry
propagation can be avoided and carry outputs can be cal cul ated.

e If n (number of adder) is large, the carry output bi reases and expression larger
and complex. Thus ‘carry look ahead adder*®andSripple carry adder’ are clubbed
together. This can be seen in the block diagram.

H . . C.
Cout 4 bit adder |4 11 4 bit adder | ¢ ' < 4 b‘lt adder In
with CLA with CLA
I\/I S$15-S12 \V/
$3-S0

e Considering the
Cout= Gk+ P
Thusfor t % in first adder block is given by
0 = Go+ PoCin

Similarly for 2" bit it is given by

C1=G1+P1Co using Co in the equation for Cy
C1 = Gat+ P1Go +P1PoCin
For 3" bit it is given by

C2=G2+P>C; using Ciequation for C;
C2 = Got PGy +PoP1Go + PoP1PoCin
For the 4™ bit it is given by

C3=G3+P3C>  using Czequation for Cs
C3= G3+P3Go+ P3P2Gy +P3PoP1Go +P3sP2P1PoCin

e From the above equation we see that carry out Cz can be calculated in prior without
the need of need of carry being propagated through the adder cells.
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B inputs@ @A inputs
Cin

«—t Carry Look Ahead Adder D
Cout

Logicfor Logicfor Logicfor Logicfor

11010

Sn+3 Sh+2 Sn+1

e Each adder block has a4 bit CLA(Carry Look Ah nit and is shown below.

i égz,\ .

Co

e Fromthe CLA y outputs Co, C,, C, and C; can be simultaneously determined
In this Co, C equired to determine the sum and will not ripple through
However propagate to the next block.

e By obser 2 expression for Co, C;, C;, and Cs the last term in the equation become
zero when Ci

e Thusto mcreasethe speed, the expression for Cz can be written as

Cs=y+nmn

Where n = PsP2P1P:Cinand
v = G3+P3G2+ P3P.G1 +P3PP1Go
e Herethe term y is independent of Cinand © becomes 0 when Cin = 0. Hence the speed
of adder can be minimized by using these 2 defined functions y and =.
e The implementation is shown in the block diagram. The carry outputs C3, C7 and
C11 are propagated sequentially. This propagation delay can be reduced by using y
and © outputs, where C3, C7 and C11 are computed seperately.
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£ b 14 49 1

x

CLA Unit e CLA Unit an
oYYy |||

Co G ©, & 6 6

1
Cys CLA|Unit >
Cot

16-bit, 4X4 block Carry look-ahead adder unit
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Implementation of Adder using MUX.
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Module 4
Subsystem Design

e This deals with designing of subsystems, which is a small part in a larger system
(leaf cell).

e Themost basic leaf cell of any digital system is the logic gates and these are seen in
different technologies like nMOS, CMOS and BiCMOS.

e While designing high regularity should be maintained. This indicates detailed
designing of few leaf cells which can be replicated and interconnected to form
system.

Architectural |ssues:

e Asthe complexity of a system increases, the design time also increases. Thus while
designing we have to adopt those design metho@olegies which alows handling
complexity with reasonable time and reasonabl t of labor.

e The following are the guidelines/archit %&5 that needs to be considered
while designing of the system. *

1. Define the requirement and properly.
2. Partition the ov aIIQO re into appropriate subsystems.
3. Communicati %‘ uld be carefully selected in order to develop

ips between the subsystems.

4. of how the system is to map onto the silicon.

5. structures so that design is largely a matter of
ref

6. MO itable stick or symbolic diagrams of the leaf-cells of the

Qonvert each cell into layout.

» Carry out design rule check carefully and thoroughly.
9. Simulate the performance of each cell/subsystem.

Note: alternate between 2, 3 and 4 can be done asrequired.

The whole design process will be assisted if considerable careis taken with:

e Partitioning of the system so that there are clear subsystems with minimum
interdependence and minimum complexity of interconnection between them.

e The design within the subsystems should be simple which helps in cellular design
concept. This helps the systems in having few standard cells which are replicated to
form high regular structures.

For designing digital systems in MOS technology there are two ways of building the
circuits. They are

1. Switchlogic
2. Gate (restoring) logic.
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Gate (restoring) Logic:

e Gate logic is based on the general arrangement of inverter as it is the simplest
gate. The inverter can be constructed with nMOS, CMOS or BiCMOS
technology. Similar to this NAND and NOR can be constructed. Also AND and
OR can be constructed with an inverter for NAND and NOR respectively.

e In nMOS technology the L:W ratio must be considered to get desired Z,u/Zpq
ratio.

Inverter:

e The inverter circuit in different technology, corresponding stick diagram and
symbolic diagram is shown in the Fig.

BiICMOS CMOS (complementary)

Vss

Simple BICMOS CMOS (complementary)
Overall ratio = _L.lﬂ1
L /W,
(c) Stick and symbolic diagrams
NnMOS inverter

e In NnMOS inverter the Zp/Zyy ratio and the channel length to width ratio of each
transistors shown.

e With different ratios of pull-up and pull-down several approaches are available.

e With different approaches it results in effecting the power dissipation Py, area
occupied, resistance and the capacitance val ues.

e Theeffect of power dissipation and capacitance for different ratios can be seenin the
example for nMOS.
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\

N
§\\ 5 A= 25 Zs0wa wwos)
N\
§ Roa= 2,4 XRA,=10k0 ,
\ Powm(on)ﬂ,-ﬁ—%j
3\\ -0.5;m
o Input capacitance = 10C,

and input capacitance is 10Cg.

2oy =Lou/Wp, =4 =
A= X Rly= 40 kA2 (WWIOS)

Sumutarty,
R"-Z"XR.-skn 2

: -V
Power dissipation (on) Pg= ==
=0.56 m

Input capacitance = 2CC,

%
>

nMOS inverter with ratio 4:1, power dissipation is 0.56mW and input capacitance is 20Cg.

CMOS inverter

e InCMOSthereis static current and thus there is no power dissipation but only at
switching there is power dissipation. The power dissipation for fast CMOS logic
circuits are considered.

Two-input nMOS, CMOS and BICMOS NAND Gates:

e Two input NAND gate arrangement is shown in different technologies aong
with their symbolic representation and stick diagram.
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e For nMQOS L:W ratio must be carefully chosen so that desired overall Z,/Zq
e Here Zy is contributed by the input transistors connected in series and Zp, is
contributed with enhancement mode transistor.
e Itisobtained that ratio between Z,, and sum of al pull-down Zyq must be 4:1
e nMOS NAND gate geometry reveals two significant factors.
= nMOSNAND gate areais greater than that of nMOS inverter. In the
pull-down network as the transistors are added in series to provide
number of inputs. As the number of inputs are added, corresponding
adjustment has to be made in the length of the pull-up transistor in
order to maintain the required ratio.
= The delay in nMOS NAND gate increases in a direct proportion to
the number of inputs added. If there are n inputs then the length and
resistance of the pull-up transistor must be increased by afactor on n
in order to maintain the correct ratio. The delay observed in NAND
gateis given by
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TNand = NTiny

Where n is the number of inputs and Ti,, is the delay related to nMOS
inverter.

v" With these properties the nMOS NAND gate is used only when it
absolutely necessary and the number of inputs are restricted.
CMOS NAND gate
e No restriction of ratio is seen, but asymmetry is the problem seen in CMOS.
e In order to keep the transfer characteristics symmetrical at Vpp/2 it is

necessary to perform some adjustments in the transistor geometry.
BiCMOS NAND gate

e BICMOS nand gate is complex and difficult for fabrication

e |t has considerable load-driving capabilities and useful when driving large
capacitive loads or when there is alarge fan-out.

(a) Circult dlagrams &

4:1 or 821

4.1 or 8:1
(b) Logic symbol

£

® nndoccccfjoccguans

e
L

(c)Si&m(nMOSWCHOS)WMW(M)
**Demarcation ine (edge of n-well) may be shown # Yequired.

Fig. Two input NOR gate circuit, symbol and stick diagram

e Two input NOR gate arrangement in different technologies along with stick diagram
is shown in the above figure.
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NMOS NOR gate

e In 2 input NOR gate as one end of the gate provide a path to ground (when it is
turned on) from the pull-up network. Thus any one conducting pull-down gate will
give characteristics to that of inverter. Hence the ratio of the inverter can be
maintained. Thisis applicable to any number of inputs.

e The area consumed by NOR gate reasonable compared to NAND because with the
increase in the number of inputs it is not affecting the dimension of the pull-up
device(as seen for NAND gate)

e NOR gateisfast asinverter and is preferable when choiceis possible.

e Theratio of Z,, and Zyy depend on the source which is driving the NOR gate, 4:1
ratio if driven by an inverter and 8:1 if driven by one or more pass transistor.

CMOS NOR gate

e CMOS NOR has p-based-transistor network jn @-up to implement logic 1.
Similarly in the pull-down network has n-basedﬂ or to implement logic O.

e Inthe pull-up network the p-structure consi f R ansistors connected in series for
each input. Thisresultsin increasing th

e Also asymmetry in rise-time and fall-tigie @n capacitive loads is increased and this
results in shifting the transfer % which will reduce the noise immunity.

e Thus CMOS NOR gates re than 2 inputs require adjustment of p or n

transistor geometries.

BiCMOS NOR gate

e BICMOSNE eis complex and difficult for fabrication

e It has Jerable load-driving capabilities and useful when driving large
0ads or when thereis alarge fan-out.

Other Forms of CMOS Logic:

With the availability of both n and p transistors it is possible for the designer to exploit
aternativesto inverter based CMOS logic.

Pseudo-nMOS logic

e InnMOS circuit if the pull-up network with depletion mode transistor is replaced by
pMOS transistor with its gate connected to V. This structure is called as pseudo-
nMOS logic.

e Thislogic helps in reducing the number of transistors seen in the CMOS logic seen
for pull-up network.

e Fig. shows 3 input NAND logic using pseudo-nMOS logic.

e Asthe pMOS is connected to Vss it can be either in saturation or active region and
the status of NMOS at pull-doun network depend on the state of input.

e When dl the inputs are zero, pMOS will be on and the output is pulled up to Vpp
and with other data pMOS acts as a current source (saturation). The output is now
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the product of the resistance of the pull-down network and current of the pull-up

network.
i Vss

A—-l ‘/”""“*
—H

Voo

——

s =
Pseudo-nMOS Nand 90

e |In order to obtain required ratio, the arrang%t considered is pseudo-nMOS
inverter being driven by another pseudo-i *

e For anaysis taking the condition V; , in this condition NMOS device is
operating in saturation (0 < gsn) and pMOS is operating in linear
Iresistiveregion (0 < Vg < \&

e Equating the currents of nM
equation as

MOS and suitable arrangement, we obtain the
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We obtain

e Thusit can concluded as:

1. As the sheet resistance of the channel of pull-up network (PUN) is about 2.5
times that of pull-down network (PDN) also the ratio of PUN and PDN is 3:1.
With this the pseudo-nMOS exhibits resistanc about 85Kohm compared to
resistance of 50Kohm with nMOS deviee. %ps in reducing the power
dissipation up-to 60% in comparison with d% ith nMOS device.

2. With higher pull-up resistance the ia ger by 85:5 than 4:1 nMOS
inverter.

Dynamic CMOS logic: \‘
e Thelogicisimplemented as &'nt e circuit.

e |t hasnblock based ont be implemented. Along with this there are 2 more
transistors called ‘pre nsistor (PMOS) and ‘evaluation’ transistor (nMOS).

e Both these transi

Fig. Dynamic CMOS logic

e During ¢ =0, pMOS is ON and nMOS is OFF. As the PDN is not in the ON state,
due to the PUN output is pulled to Vpp i.€., output is precharged to Vpp.
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e During ¢ =1, pMOS is OFF and nMOS block will be conducting as the evaluation

transistor is ON. Thus load capacitor discharges depending on the inputs status of
nblock.

Problems seen in dynamic logic

v Charge sharing problem occurs if the inputs changes during the on period of the
clock.

v’ Single phase dynamic logic cannot be cascaded because of delay. This delay may
result in wrong output results.

P e ks - bbbt

1

A 1 E
| i

B 1 E
r. |

C 1 : §

@ (b)
Fig. (a) Poss b arrangement with TG. (b) Possible 4¢ and derived clocks

e To overcOme the problem in dynamic logic derived clocks must be used.

e It uses4 phase clock ¢1, ¢2, d3and s to derived clocks ¢iz, d23, dz4 and 43 Which are
obtained by overlapping the clock signals.

e Thecircuit is modified with the inclusion of atransmission gate.

The transmission gate samples the output during evaluate phase and holds the output
state until the next stage evaluates the logic.

For each stage different phase signals are provided for precharge and evaluate and
also for the transmission gate.

Clocked CMOS (C*MOS) logic:

e Inthisthegivenlogicisimplemented in both nMOS and pMOS transistors in the
pull-up P block and pull-down N block respectively. Thisis seenin thefig.

e Along with this 2 additional transistors are included M1 and M2.

e M1 and M2 transistors are provided with clock and its compliment form. Thus both
will be either ON or OFF simultaneously.

e When ¢ =0, both transistors are OFF and from either pMOS or nMOS network is
not connected to the output. Hence output remains in previous state.

e When ¢ =1, both transistors are ON and the logic of the input will be evaluated.
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e With additional transistors the areaincreases. Also with additional transistors causes
the output rise time and fall time to increase and this resultsin more delay.

(a) 2 1/P Nor gate (b) lnv’ener
FIGURE Clocked CMOS (oﬁ ic.

CMOS Domino logic:

*
e The problem seen in dynamic logic ing can be overcome by using an
inverter between the stages as showdl i gure below.
e |tisan extension of dynami ic.
B —e Voo —e
. O+ a b Ho; e a +b
& s Ao [ | b
O o . | : - |
Q ¢ ~—* 4 : o ~—*
(a) AND gate (b) OR gate

Fig. Domino logic AND an OR gate

e When clk or ¢ = 0 (pre-charge phase), output node of dynamic CMOS logic is pre-
charged to Vpp and this causes output of inverter low. This low output given to n-
block (pull down network — PDN) of next stage causes the nMOS to be in the off
state.

e When clk or ¢ = 1 (evauation phase), the output node either discharges to O or
remains in the same state depending on the state of the inputs.

e Depending on this output the next output also changes.

e Asthe output of one stage depends on the output of previous stage, thisis similar to
the domino effect. Thus this configuration is called as ‘domino logic’

e Cascaded stages of domino logic circuit is shown in the Fig.

Note: The inverter output change at most can make transition only one transition i.e., from 0
to 1, but no 1 to O transition can take place in the evaluation phase.
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Advantages of Domino logic:

= Structures have smaller area than the conventional CMOS logic.

» Parasitic capacitances are smaller so higher operating speeds can be obtained.

=  Operation isfreefrom glitchesasonly 1 to O transition is made.

= Only non-inverting structures are possible because of the presence of inverter buffer.

VDD VDD

CLK—qEr HCLK—qEr CLK—qEr

Fig. Cascaded Dommo‘.og

n-p CMOSIogic
e Another variation of dynamic logicisth QS logic as shown below.
e Thislogic is modification of domino ere the inverter can be avoided and
using p-block and n-block alteq {
Vi vDD
—q Evaluation _dl Precharge
| ToP
PMOS NMOS | Blocks
Logic Logic
Gates Gates

WO__” Precharge CLK o——‘ Evaluation

- ==
& v -

Fig. n-p CMOSlogic

e When clk = 0, pre-charge phase, output of | block is HI and is given to p-block logic
of Il stage. ThisHI to pMOS will turn it off.

e The clk’ (which is 1) is given to II stage and to the nMOS transistor. This causes the
nMOS to turn on and output of Il stageis goes low.

e Thislow given to next n-block will turn off the nNMOS devices and this continues.

e Thusduring pre-charge phase all the n-block and p-block logics will be off.

e When clk = 1, evaluation phase depending on the inputs at the p-block and n-block
logic is evaluated and output each stage will remain HI of discharges

NOTE:

= Pseudo nMOS logic is preferred where high output is needed at most of the time. In
this condition the static power dissipation isless and aso propagation delay becomes
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shorter. Common application of pseudo nMOS is in designing of address decoders
for memory chipsin ROMs.

= The advantage of dynamic CMOS logic over static CMOS or pseudo nMOS logic is
that it reduce significantly the surface required to implement logic using
complementary pMOS transistors. Also the switching speed isincreased.

= Clocked CMOS logic is used for low power dissipation. This logic structure is used
to incorporate latches or interface with other form of logic.

Switch Logic

e The switch logic is built on 'pass transistors' or on 'transmission gates. Switch logic
is fast for small arrays and draws no static current from the supply rails. Hence
power dissipation of such circuitsis small because current flows only on switching.

e Pass transistor can be used as a switch in passing the signals. Switch logic
arrangements using basic OR and AND connections along with other arrangements
isshown in thefig.

Vv, Vou
Vout = Vi when A B.C. 01
T hE kk (leog‘xl::levds‘ be degaded by V, effects.)
- =

=V A+V,B+V3C+V,D+VsE
assuming A,B,C,D and E are mutually exclusive
Vout l0gic levels will not be degraded by V, effects)

nMOS 31/P OR gate

Vout

+ C (degraded by V,)

Note the arrangement to satisfy both logic '1'
and logic ‘0" states.

o ]

A B C A GND

Fig. Some switch logic implementation

e Switch logic can be realized either using n or p pass transistors or from transmission
gates.

e The transmission gate are complimentary switches made up of p-pass and n-pass
transistor in paraldl.

e Simple pass transistors suffer from undesirable threshold voltage effects which gives
riseto loss of logic levels as shown in the Fig.
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Fig |. Some properties of Pass Transistors and Transmission Gates
e Hence apparently complex transmission gate (TG) is preferred over simple n-switch
or p-switch in CMOs applications.
0 TheTG isfreefrom any such degradation offfogic levels
0 But it occupies more area *
0 Requires complementary signalsto drivex
0 The'on' resistance of TG islower t simple pass transistor switches

e Rules or restriction observed when usifig’ nMOS switch logic is that no pass
transistor gate input must be driven e or more pass transistors as this will
degrade the output. This restri 'oﬁ ownintheFigl.

e The logic levels propagat udhy pass transistor get degraded by threshold

voltage effects. The signal o
voltage that is one transi

pass transistor T1 is not full logic 1 but rather a
Id below the true logic 1(i.e., Vpp-Vi). Thusthis
mit the output of T2 to reach an acceptable logic 1

Examples of Structu ign (Combinational L ogic)

e A multipl or mux isacombinational circuits that selects several analog or digital
input signals and forwards the selected input into a single output line.

e A multiplexer of 2"inputs has n selected lines, are used to select which input line to
send to the output.

Implementing 2:1 MUX

e MUX can be designed using various logic.

e The pass-transistor logic attempts to reduce the number of transistors to implement a
logic by alowing the primary inputs to drive gate terminals as well as source-drain
terminals.

e The implementation of a 2:1 MUX requires 4 transistors (including the inverter
required to invert S), while a complementary CMOS implementation would require
6 transistors. The reduced number of devices has the additional advantage of lower
capacitance.
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- — ]
TG1
M2

TG2

M1
Fig. Passtransistor and transmission gate implementation of 221 MUX or data selector

For pass transistor logic

e When S=0, transistor M1 is OFF and M2 is ON, thus output Z = AS’
e When S=1, transistor M1isON and M1 is OFF, thus output Z = BS

For Transmission gate Q
.
The transmission gate acts as a bidirectional "Switch,controlled by the gate signal
When S=0, TG1=0OFFand TG2is O B.
When S=1, TG1=ON and TG2 is 7=A.
Symbolid representation of MU ram and layout is below

multiple },_, ¢ Single
B ==

inputs output
A
S
select line
4:1 Multiplexer i on

e There S- 1o, 11,12 13, 2 select lines Sy S; and 1 output line — Y/out.
e Thet eisshown
S1|S0|Y y—
0|0 lo Data ) 1= 4-to-1 v
0 1 Il inputs I, —>] MUX
110 1, =
l 1 |3 Si1 So
Control

inputs

e Theoutput equationfor Y = [9S’1S’0+ 111 S+ 125 S0+13S$5 S
e 4:1 mux implemenation using CMOS technology and transmission Gate also
their stick diagrams.
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P
lo — g z I

Iy s
I . S - W -

1 I
s, I's, | s So S "8 5
Note : Vppy and Vgg contacts are not shown.
(a) nMOS switche: (b) Transmission gates (CMOS)

e 4:1 muxcan dso& ted using two 2:1 multiplexer

{\O

Fig. 4:1 MUX using passtransistor logic and implementation of 8:1 using two 4:1 MUX

e 8:1 mux can be implemented using two 4:1 multiplexer

S2|S1|S0|Y
O] 0| 0] Ip
0] 0] 1|4
O]l 1|01
O] 1| 1] I3
11 0] 0| Iy
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H
o
H

Is

=
[ERN
o

le

11111 1

Fig. Truth tablefor 8:1 MUX and implementation of same using passtransisitor logic

Parity Generator
e The parity generating technique is one of t @ddy used error detection

techniques for the data transmission.

e In digital systems, when binary data is
subjected to noise.

e Hence, parity bit is added to the wer
1s either even or odd. During the &\
the data bits along with pa tis
node.

e At the receiving end, t @ber of 1s in the message is counted and if it doesn’t
match with the transmi

o A parity generatagg
transmitter. O

ptted and processed, data may be

ining data in order to make number of
on of binary data, the message containing
ansmitted from transmitter node to receiver

and, a circuit that checks the parity in the receiver is called

mbined circuit or devices of parity generators and parity

pionly used in digital systems to detect the single bit errors in the
transmitteshdataword.

ity, the added parity bit will make the total number of 1s an even amount
whereas in odd parity the added parity bit will make the total number of 1s odd
amount.

e The basic principle involved in the implementation of parity circuits is that sum of
odd number of 1sis always 1 and sum of even number of 1s is always zero. Such
error detecting and correction can be implemented by using Ex-OR gates (since Ex-
OR gate produce zero output when there are even number of inputs).

e Parity Generator: It is combinational circuit that accepts an n-1 bit stream data and
generates the additional bit that is to be transmitted with the bit stream. This
additional or extrabit istermed as a parity bit.

e Ineven parity bit scheme, the parity bit is ‘0’ if there are even number of 1sin the
data stream and the parity bit is ‘1’ if there are odd number of 1sin the data stream.

e Inodd parity bit scheme, the parity bit is ‘1’ if there are even number of 1sin the
data stream and the parity bit is ‘0’ if there are odd number of 1sin the data stream.
Let us discuss both even and odd parity generators.

e InVLSI acircuit to be designed to indicate parity of abinary number is shown in the

Fig. for an (n+1) bit input.
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b_p i —
Parity generator Previous Next
e
] pr—
TF—T] A B
o 44 1 1 Il i'

1 Even number of 15 at input
0 Odd number of 1s at input

Parity generator basic block diagram Parity generator-basic one-bit cell

Note: P =

e Sincethe no. of bitsis undefined, a genera solution on cascadable bit-wise and a
regular structureisshownin Fig.

e A standard or basic one-bit cell from which an n-bit parity generator may be formed.
The standard/ basic cell is shown in the Fig.

e The parity information is passed from one cell to n d the parity information is

b

modified or retained depending on the input limes Ajand &’

A

o If Aj=1, pari i will change to P’i.1 (i.e., if Aj[input] =1 and P;_; [previous
parity] =1, parity P; will change to 0)

o |If Aj=0, Gutputdyparity P, will remain in the same state of P4 (i.e., if A;j[input] =0 and
P..1 [previousS’parity] =1, the output parity P, will remain as 1)

e Suitable arrangement for such cell isimplemented using the expression

Pi=Pi1Ai+ P A

e The same can be implemented using NMOS and CM OS technology. The parity

generator symbol and stick diagram for nMOS technology is shown below.

¢

[ b

A . |
Pi = .
. Ai o—1— |
Pi-1 _. ‘ j
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Fig. Symbol for P, Fig. nMOS stick diagram for parity generator

The Programmable Logic Array (PLA)

e PLA describes class of standalone devices that allows users to program the
functionalities. The capability of these programmable devices are limited and have
been replaced by significantly powerful field programmable gate array (FPGA).

e Fig shows the block diagram of PLA. It consists of two level of combinational logic
functions.

e Both the levels of combinational logic used together helps in implementing sum-of-
products (SOP) logic functions.

e |t performs the same basic function as a ROM. It has n inputs and m outputs and can
realize m functions of n variables

e 'AND' plane is responsible for the generation of al product terms needed to form
logic functions. 'OR' plane OR's (sums) the select oduct terms together to form
the desired logic functions. * ﬁ

&

General architecture

e Fig. shows 3 Tput and 3 output PLA. Along with 3 inputs its compliment is also
available. Wiith this it is possible to generate many functions of product terms in
AND array.

e Inputsare A, B & Cand outputsare O3, O, & O3
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A B8 c
] \Z_.__...__._.__.__.‘ OR Array
i Y ey o
.: ?——rv——l-_ ' . :'
Dok kK X ——
¥ SR G
——Ye— K — :_\,_ L
—F— = —l_ Z o
- — ' 7\‘.‘-*' 4
7 H—f——___ s
[
i )

AND Array

Fig. Architecture? L
X indicates no connection and desired product Yerm can be obtained by making
relevant connection in the AND array (sh itiedot)
Similarly connection can be madein

For obtaining O;=B’C + A’B, the s are shown in the Fig.
In VLSI design objectiveisto &‘

n
&its onto Si to meet the specifications.
In circuit implementation f and OR array need NAND and NOT logic and

NOR and NOT logic resp t this includes more fabrication steps.

if#ed by implementing the logic in NOR logic. Thus AND

ted using NOR logic.

e |f the output of plimented then we get the OR logic. Similarly if both the
inputs of ANDgSeomplimented and given to NOR it gives AND logic.

e Boththei -‘%‘u tion is shown below.
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FPGA Based Systems

3.2 FPGA Architecture:
FPGA consists of three major elements. ¢ Q
v Combinational Logic \
v’ Interconnect 2

v 1/0O pins
—

logi logic logic 0B

o8 el t element element
gic logic logic 10B

lement element element
logic logic logic 10B

108 element element element

Generic structure-of an FPGA fabric.

e The combinationa logic isdivided into small units which is known aslogic
elements(LE) or combinational logic blocks(CLB).

e LE or CLB usually forms the functions of several logic gates.

e |nterconnections between these logic elements are made using programmable
interconnects.

e Thisinterconnects are logically organized into channels or other units.

e FPGA offers several interconnects depending on the distance between CLB’s that
are to be connected: clock signals are provided with their own interconnection
networks.

e |/0 pins are referred as /O blocks. These are generally programmable for inputs or outputs
and often provides other features such as low power or high speed connection.
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FPGA |nterconnect:

e The FPGA designer should rely on pre-designed wiring, unlike custom VLSI
designer cannot design wires as needed.

e Theinterconnection system of FPGA is one of the most complex aspect because
wiring is global property of logic design.

e (Connection between logic elements requires complex paths since LE’s are arranged
in two dimensional structure as shown in below figure.

logic logic
element element

logic logic
element element

logic
element

logic

logic logic
element

element element

AL

element

element element

horizontally and vertically throughout the chip.
e Each channel contains seve if'es designer or program chooses which wire will
carry signal in each cha

e Connection must be jmade between wires to carry signal from one point to another.
Ex: Net in figure stafts output of LE in upper-right-hand corner travels down
vertical channgleg reaches horizontal channel 2, then moves down vertica

channel 3 orizantal channel 3, then it uses vertical channel 1 to reach the input
of LE a0 eft-corner.

e FPGA ch must provide wires of variety of lengths for designer to make al the
required connection between logic elements.

e Since LE’s are organized in regular array we can arrange wires going from one LE to
another. Figure below shows connections of varying length as measured in unit
LE’s: top signal of length 1 goes to next LE, the second signal goes to second LE
and so on. This organization is Known as segment wiring structure.
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e All FPGA’s need to be programmed or configured.
e Therearethree major circuit technologies for configurin FPGA: SRAM, Antifuse and
- Q!

4.1 Physical Design of FPGA.
L 4
Physical design isdivided into two major ph
» Placement: it determines the pasiti@fi of%@giC el ements and 1/0 pads.
» Routing: selects the paths fop.cafpectien between logic elements and 1/0 pads.
e Thesetwo phasesinteract — ‘vo aeement of the logic may not be routable whereas
adifferent placement of ame logic can be routed. But this division allows us to

make physical desi or tractable.
e Weuseseverd d ; trics to judge the quality of a Placement or Routing.
Size isthe obvj ic we are concerned about whether we can fit complete

sizeisclosely tied with routing, the number of logic elements
ed is determined by logic synthesis. If we cannot find legal routing for
given placement, we may need to change placement.

o Delay isalso critical measurein most design. A long delay is not critical,
whereas arelatively short delay path that is critical must be carefully
considered.

Detailed delay characteristics are somewhat expensive to compute, so tools
generally use
surrogates to estimate delay.

Placement

The separation of placement and routing raises an important problem: how to judge the
quality of placement? We cannot afford to execute a complete routing for every placement
to judge its quality: we need some metric which estimates the quality of routing. Different
algorithms use different metrics, but few simple metrics suggests important properties of
placement al gorithms.
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e Oneway to judge the area of layout before routing is to measure total distance
between interconnection. Of course, we can’t measure total wire length without
routing the wires, but we can estimate length of awire by measuring distance
between pinsit connects.

e When straight lines between connected pins are plotted results is known as rat’s nest
plot. In above figure shows two placements, one i er total rat’s nest
connection and one with shorter total interconn%

¢

e There are many algorithmsfor partitioning but these algorithms can generally
divided into different approaches: Bottom up and Top Down.

e Bottom up methods are generally referred as clustering methods. These cluster
together nodes to create partitions.

e Top Down methods divide nodes into groups that are than further divided. These
methods are known as portioning methods.

¢ Dividing all the components into two partitions doesn’t give very fine direction for
placement, the partitioning is usually repeated by creating subpartitions of the
original partition, a process known as hierarchical partitioning.

e Clustering agorithms build groups of nodes from the bottom up in contrast to the
Top — Down approach taken by partitioning. A small number of nodes create initial
clusters. Nodes then added clusters based upon their connections with other nodes.
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Routing

Routing selects paths for connections that must be made between logic elements and
1/O pads.
In FPGA, the interconnection resources are predetermined by the architecture of the
FPGA fabric.
A connection must be made by finding sequence of routing resources, all of which
unused and which share connections such that continuous path can be made from
source to sink.
Routing is generaly divided into two phases:
» Global Routing selects genera path through the chip but does not determine
exact wire segments to be used.
> Detailed Routing selects the exact set of wires to be used for each
connections.
Routing has two major cost metrics: wire length an y. Wire length
approximates utilization of routing resources ah y be measured by looking
at the delay on paths with largest number of levelS@f [6gic or by looking to nets
whose delay is close to maximum allowed TS

The principal job during global routin s isto balance the requirements of
various nets.

Nets are routed one a atim s% er in which nets are routed affects final
result.

s: 1) it may not be routable because there is no
ion or 2) it may take a path that incurs too much

Net may have one of the
room availabletom

delay.

These probl er to solve in FPGAs than in custom chip designs because
routing r pre determined.

Many w eveloped to determine the order in which wires are routed. A good
heuristic forfitial ordering isto route most delay critical netsfirst: one may also

want to start with large fanout nets since they consume many routing resources.
In general , awire may be routed more than once before it findsits final route. Ripup
and reroute is one simple strategy for choosing the order in which to route nets.

1.1 Goalsand Techniques

Logical function to be performed is only one goal that must be met by FPGA or any digita
design. Many other attributes must be satisfied for project to be successful:
v Performance: Logic must run at required rate. It is measured in many ways, such as

throughput and latency. Clock rate often measures performance.

v Power/energy: chip must run within an energy or power budget. Energy

consumption is clearly critical in battery powered systems

v' Design time: FPGAs have standard parts, have severa advantagesin design time.

They can be used as prototypes, can be programmed quickly and can be used as part
in final design.
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v Design cost: design time is one important component in design cost, but other
factors such as required support tools may be considered. FPGA tools are less
expensive than custom VLSI tools.

v' Manufacturing cost: It isthe cost of replicating the system many times. FPGAs are
generaly more expensive than ASICs due to overhead of programming. But the fact
that they are standard parts helps to reduce their cost.

Designing is hard because we have to solve several problems:

v' Multiplelevelsof abstraction: FPGA design requires refining an idea through
many levels of detail. Starting from specification of what the chip must do, the
designer must create architecture which performs the required function and
expand the architecture into logic design.

v" Multiple and conflicting costs: costs may be in dollar, such as expense of a
particular piece of software needed to design so iece. Costs may also be
performance or power consumption of final FF@

v Short design time: electronics markets ch emely quickly, getting achip
out faster means reducing your costs r g your revenue. Getting it out
late may mean no making any mon

1.2 Design Abstraction ge
v" Design abstraction is critical ware system design.

v' Hardware designer use multi s of design abstraction to manage the design
process and ensure that major design goals, such as speed and power

consumption.
v Design abstracti A isas shown in below figure.
e Behayj ins detailed, executable description of what the chip should

do ’t describe how it should do it. Example a C program will not

m@ clock cycle-by- clock cycle behavior of the chip, but it will alow
us to describe in detail what needs to be computed, error and boundary
conditions etc.

e Register transfer: The system’s time behavior is fully specified- we know
the allowed input and output values on every clock cycle but the logic isn’t
specified as gates. The system is specified as Boolean functions stored in
abstract memory elements. Only delay and area estimates can be made from
Boolean functions.

e Logic: The systemisdesigned in terms of Boolean logic gates, latches and
flip-flops.

e Configuration: Thelogic must be placed into logic elements around FPGA
and the proper connections must be made between those logic elements.
Placement and routing performs these important steps.
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e Design aways requires working down @ he'top of abstraction hierarchy and up

from least abstract description.

top-down design add function c&I’op—down design decisions are made with

limited information. \
e Bottom - up analysis angydeslg

abstraction: for instaneeswe ry

design to redesi ﬁ

followed by b

N\
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Module5
Memory, Registersand Aspects of System Timing

System Timing Consider ations

1.

Some commonly used storage/m

The storage elements are compared

Two phase non-overlapping clock is assumed to be available and this clock will be
used throughout the system.

Clock phases are assumed to be ¢1 and ¢2 and ¢1isassumed to lead ¢2.

Bits (data) to be stored are written to registers, storage elements and subsystems on ¢1

of the clock i.e., WR (write) signal is ANDed with ¢1.

Bits written into storage elements may be assumed to have settled before ¢ signal
(which follows immediately) and ¢> signal may be used for refreshing the stored data.
Delay through data paths, combinationa logic etc., are assumed to be less than the
interval between leading edge of ¢1 of the clock and leading edge of following ¢2

signal. .

Bits or data may be read from storage elements @g t ext of ¢p1. RD (read) signd is

ANDed with ¢1. Thus RD and WR signals uttially exclusive.

General requirement for system stabili fhere must be at least one clocked

storage element in series with every cl p signa path.

oty e ts:

on three parameters

1. Arearequirement
2. Estimated dissipati stored.
3. Volatility
A three-transist c RAM Cdl (3T DRAM Cdl)
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Note: The complien

In this cell arrangement it uses a single transistor for storing data and 2 transistors for
each RD and WR access switch.

It has a pull-up network with either CMOS or nMOS technology and RD/WR circuit
as pull-down network.

The binary data is stored at gate capacitance of transistor in the form of charge; RD
and WR are the control lines.

T1 with T2isused for writing the data and T3 with T2 is used for reading the data. At
point | dataiswritten and read.

Here T2 isthe storage transistor and T1 & T3 are pass transistors which acts as access
switches for control lines RD and WR and also for read and write operations.

Write Operation

WR and RD signals are mutually exclusivei.e., compliment to each other.
When WR =1, RD will be0

Because of WR =1, T1isON but T3 and T2 are OFF.

If data bit on busis 1, as T1 pass transistor | it will passthe signal (Vop
— Vi) towards T2. The capacitor is chér thi$ potential at |

%h .
B

ANANENL

If databitisO, as T1isON it will passt gnal and charge stored at | isO.
After the datais stored at | or cap gnal ismadeto O

AN

Read Operation

e ForthisRD =1, WR =0 &n
v AsWR ' > dT3isONasRD =1

al arge and the busis pulled down to ground.
v Iflogic OfS stored at |, the T2 is OFF and charge does not any path for
@ AGe and retains logic at logicl

stored bit is read on the data bus

e In D;:M sensing amplifiers will be connected and as the output begins to
decrease from 1 to 0 and this makes the sensing amplifier output aslogic 1. If
the output does not change then sensing amplifier will make the output aslogic
0.

Static Power:

Area

e Static power dissipation is nil since current flows only when i )RD signal is
high and ii)logic 1 is stored

e Thusactual dissipation associated with each stored bit depends on the bus pull-
up and the duration RD and on switching frequency

e In4mmx 4mm, silicon chip area data storage can be >4.8kbits.

Volatility:

e Cdl isdynamic and will hold data only for aslong as sufficient charge remains
on gate capacitance of T2
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One-Transistor Dynamic Memory Cell:

e Thisisan approach which reduces area/bit

e |t consists of capacitor Cm and pass transistor. The circuit arrangement and
stick diagram isshown in Figa& b.

Write operation

e The capacitor Cm WI
o If the Read/er
and if thelin

provided with logic 1, Cm will be charged to logic 1
with logic O charge stored will be logic O.

Read operation

o If I ic 1isstoredin Cm and when Row select lineishigh M1isON, thelogic
1 stored will begin to discharge as the path exists. The sense amplifier senses
this and this gives the output aslogic 1

e The area occupied in 1T DRAM cell configuration is of a single transistor and a
capacitor

e Larger the value of Cm longer is the duration of storage of charge. Thus Cm should
be large. But thisin turn consumes more space.

e However the transistor and capacitor can be built in asingle transistor.

e Cm can befabricated by extending and enlarging the diffusion areaforming the source
of process transistor. For this capacitance between n-diffusion and p-substrate is
considered.

e But thisvalueisvery small compared to gate capacitance

e Thusin order to get higher Cm larger areaisrequired.

e Analternate solution to thisby using a polysilicon plate used over diffusion area. This
results in the formation of a 3 plate capacitor structure, where polysilicon plate is
connected to Vpp. Thisisshown inthe Fig c.
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Area
e In4mmx 4mm, silicon chip area data storageis about 12 Kbits.
Dissipation:

e With the cell thereis no static dissipation but switching energy while reading
and writing must be considered.

Volatility:

e Thedatain Cmwill be held only up-to 1msec or less. Thus periodic refreshing
must be provided

Pseudo-static RAM/register cell:

= Thisisamemory cell which combines high storage capability of DRAM and ease of
use of SRAM

= |t can be used as SRAM as no externd refr&djng@s required and also used as
a DRAM having built-in refresh logic.

*» Thisis a static storage cell which will hol
storing bit in 2 inverters with feedback. T,
every clock cycle.

= But careto be taken by not allowin e operation during internal refreshing.
= Circuit arrangement is as showi.i %I
cK

»

ansistor T1is ON and datais charged/stored on Cg
hisiswrite operation

d% efinitely. This is achieved by
ack is used to refresh the data in

=  ®jand 2 are mutually excl 'gﬁal s, WR and RD signal coincides with ¢1
signals
*  When ¢1ishigh and WR

(gate capacitance) of

=  When ¢z is hig 1, transistor &the data stored at inverter stage is made
available at theeutput and also the compliment. Thus datais read at the output.

® When &, = . The output is read and feedback i.e., refreshed (reading and
storing bat gleta). The gated feedback path from output of T2 is fed to the input
of T1.

= Thebit will be held aslong as ¢2 rescues and thistime isless than decay time of stored
charged hit.

*  WR and RD must be mutually exclusive but both should coincide with ¢1

= During refreshing of memory cell i.e, at ¢ the cell must not be read. If an attempt is
made to read the cell data onto the bus, the charge sharing effect between bus and Cg
(input gate capacitance) may cause destruction of stored bit.

= Other buslines should be allowed to run through the cells so that register and memory
arrays can be easily configured.

= ThePseudo-static memory cell can also beimplemented using transmission gate (TG).
Thisis seen the Fig. [replace nMOS transistors with TG]
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AD.¢,

- '2nd bus
{a) Girguit {b) Stick diagram (it needed)

FIGURE 9.4 nMOS pseudo-static memory coll.

-

. r al
‘2nd bus
{if needad)
WH.;;PE oz ﬁ'ﬁ?a'.
(by Stich diagram

RO,
{a) CMOS circuit o

Dissipation:
e T OS cell uses 2 inverters, one with 8:1and other with 4:1 ratio. Thus
power dissipation depends on the current drawn and actual geometry of the
inverters.

e
o I% m, silicon chip area data storage is about 1.4 Kbits.
he

Volatility:
e Thecel isnon-volatile until unless ¢2is present.
Four Transistor Dynamic and Six-Transissor CMOS memory cell:

= The cells here include both n-type and p-type transistors and are intended for
CMOS systems.

=  Both the dynamic and static elements uses 2 bus per bit arrangement so that the
bit is available in both normal and compliment form on bit and bit’ bus

=  Prior to reading and writing operation of the data, the buses are pre-charged to Vop
or logic 1.

4 Transistor Dynamic memory cell:
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Write operation:

faechass
(COL'I'\ el Loty 4‘)

Fig. fo r dynamic RAM with sense amplifier

Before nto memory the bit and bit’ line is pre-charged to logic 1 using
or T5 and T6 in coincidence with clock signal ¢1

opriate column is selected in coincidence with the clock signa ¢..
Depenrding on the data on the bus either bit or bit’ is discharged.

At the same clock signal ¢2 the row select line is activated, turning on
transistors T3 and T4.

Thus value on bit and bit’ are written via T3 and T4 stored at T2 and T1 as
gate capacitances Cqz and Cq1 respectively.

The way in which T2 and T1 are connected always gives the complimentary
states when row select lineis activated. When row line is deactivated the data
stored will remain until the gate capacitance can hold the value.

For refreshing sense amplifier is provided which will permanently hold the
data.

Read operation:

Before reading again bit and bit’ lines are pre-charged to Vpp using T5 and T6
transistors.

Suppose in the memory element if logic 1 is stored i.e., at gate of T2 and at
gateof T4 logic 1 is stored.
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e When column and row lines are selected i.e., T3 and T4 will bein ON state.

e Aslogic 1lisavailable at T2, T2 will bein ON state and T1 will be in OFF
state. Thus T3 = ON, T1 = OFF, T4 = ON, T2 = ON. With this condition bit’
which was pre-charged to Vpp has now a path to discharge to Vss. Hence bit’
=0and bit = 1 asshown inthe Fig.

¢ When sense amplifier senses this voltage variation on bit’ line and outputs the
data on bus line. The bit = 1 and bit’ = 0, which represents the data in the
memory.

e Thesenseamplifier formed from the arrangement of T1, T2, T3 and T4, which
formsaflip flop circuit.

e Ifthe “sense” de-active/ inactive, then the bit line state is reflected in the gate
capacitances of T1 and T3 and thisis w.r.t Vpp. This will cause one of the
transistor to turn ON and other to turn OFF.

e When sense = enabled, current flows fro through ON transistor and
helps to maintain the state of the bit lirié

e Senseamplifier performs 2 function \
1. Rewriting the data after readin

éfreshing the memory cell so that it

holds the data without sign ion
2. It predeterminesth a& alines.
QT
3§ &T)
rrt'_ L[-\w —}
o 3
Vo

Fig. shows Read operation in the memory cell and in the sense amplifier.
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Six Transistor Static RAM cell:

N\

¢

A
N
(\O

Fig. six transistor static RAM cell with sense amplifier

e Figure shows 6 T SRAM with the adaption of dynamic cell and modifying it to form
astatic memory cell.

e |t includes 2 additional transistor per store bit thus it is caled 6 transistor. The
transistor T5 and T6 acts as the access switch for memory element which is formed
by connecting two inverters back to back (i.e., output of one is connected as the input
of the other)

e Similar to 4T Dynamic RAM the information is stored in memory cell. The memory
cell is connected in such away that it gives the complimentary states when row select
line is activated. When row line is deactivated the data stored will remain in the
memory cell.
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Below Fig. shows dynamic and static RAM cell together asthe sense amplifier issame
in both the memory cell.

JK flip flop:
e Itisamemory element. It is the widely used arrangement for static memory
element.
e Also with JK other flip-flop arrangements can be obtained such as T and D
flip-flop.
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e Theflip-flop hasinputs clocked J and K aong with asynchronous clear and
has the output as Q and Q’

e TheinputsJand K are read for the rising edge of clock signal and data is
passed to the output for the falling edge of clock.

Note: here JK isimplemented in master slave configuration in order to solve the race around
condition

Gate Implementation of flip-flops:
.
e The expressions for the flip-flops can be implémented using either NAND or NOR

logic
e |f NAND arrangement isused (in NAN ts fave to be connected in series) then
itwould takelargearea. Alsoitis connected in seriesthe overall delay

ansistors should be connected in series.
by including buffers in between and next four

increases and in practice not
However the number can bei

transistors. Alsoitisseent ce of NAND is slower than NOR
¢ In NOR the implementatign e done easily (as the inputs have to be connected in
paralel)

e |f npass 5 are used to realize the logical requirements, it must be kept in
mind th
1. There Shguld be more than 4 pass transistors connected in series.
2. One pass transistor should not drive the gate of other pass transistor.

D and T flip-flop circuit:
D flip-flop can be formed from JK by connecting an inverter between both inputs.

T flip-flop can be readily formed from JK by connecting JK to form T input. Thisis
shownintheFig.
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Testing and Verification

InVVLSI testing relates to the procedure that takes place after chip isfabricated in order
to find any defects.
There are 2 benefits from testing — Quality and economy
0 Quality —is satisfying user’s need at minimum cost and testing weeds'removes
all bad products before they reach the user.
o If more number of products are bad then automatically cost increases. Thus
bad products will heavily effect the price of good products.
Testing is classified into 3 groups.
1. Logica Verification: The first set of tests verifies that the chip performs its
intended function. These tests, called functionality tests or logic verification, are

run before tape-out to verify the functionality of the circuit.
2. The second set of tests called silicon debug are run on the first batch of chips that

return from fabrication. These tests confirm the chip operates as it was
intended and hel p debug any discrepanci es¢T hé¥ican e much more extensive than
the logic verification tests because the des much less visibility into the

fabricated chip compared to during desi
3. Thethird set of tests verify that ev
chip functions correctly. These t
before shipping to the custogner4d v
are called manufacturin
As manufacturing process i
Dust particlesand small i
in bridged connection
termed afault.
The goa of am

erifféation.

i 3r, gate, and storage element in the
nducted on each manufactured chip
at the siliconiscompletely intact. These

, hot al die on awafer may function correctly.
nsin starting material or photo-masking can result
ing features. These imperfections result in what is

g test procedure is to determine die (chip) that are good

and should b 0 customers. Testing a die (chip) can occur at the following
levels:

v

v ed chip level

v' Board level

v’ System level

v' Field level

Logic Verification:

e Verification tests are usually the designer first choice that is constructed as part of
the design process

e Verification tests iS necessary to prove that a synthesized gate description was
functionally equivalent to the source RTL. This proves that RTL is equivalent to
the design specification at a higher behavioral or specification level of abstraction.

e Thebehavioral specification might be a verbal description, a plain language textual
specification, a description in some high level computer language such as C, a
program in a system-modeling language such as System C, or a hardware
description language such as VHDL or Verilog, or ssmply a table of inputs and
required outputs.
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e Often, designers will have a golden model in one of the previously mentioned
formats and this becomes the reference against which all other representations are
checked.

e Fig. showsfunctional equivalence at various levels of abstraction.

Logic verification principles:

Test vectors: Test vectors are a set
Both logic verification and man
be large enough to catch all t
keep test time (and cost) r

s applied to inputs and a set of expected outputs.
test require a good set of test vectors. These must
rors and manufacturing defects, yet small enough to

Test bench and Harngss est bench or harnessis a piece of HDL code that is placed as
awrapper around aca eof HDL (stimuli) to apply and check test vectors. Inthe simplest
test bench, inpu e applied to the module under test and at each cycle, the outputs

ine whether they are same as predefined expected data set. The

expected outputs catbe derived from the golden model and saved as a file or the value.

Regression Test: High-level language scripts are frequently used when running large test
benches, especially for regression testing. Regression testing involves performing a suite of
simulations to automatically verify that no functionality has inadvertently changed in a
module or set of modules. During a design, it is common practice to run a regression script
every night after design activities have concluded to check that bug fixes or feature
enhancements have not broken completed modules

Bug Tracking: Another important tool to use during verification is a bug-tracking system.
Bug-tracking systems such as the Unix/Linux based GNATS (is a set of tools for tracking
tools) allow the management of awide variety of bugs. In these systems, each bug is entered
and the location, nature, and severity of the bug is noted.

Manufacturing Test Principles:

A critical factor in VLSI design is the necessity to incorporate methods of testing circuits.
This task should proceed concurrently with architectural considerations and not be left until
fabricated parts are available.
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Fig a. below shows a combinational circuit with N inputs. To test this circuit
exhaustively, a sequence of 2N inputs (or test vectors) must be applied and observed to fully
exercise the circuit.

If this combinational circuit is converted to a sequential circuit with addition of M
registers, as shown in Fig b. The state of the circuit is determined by the inputs and the
previous state. A minimum of 2V*M test vectors must be applied to exhaustively test the circuit.
Thiswould take along time.

’\Q
L 4
Hence, exhaustivetestingisinfeasible stems. Thusthe verification engineer

must cleverly devise test vectors that, d or nearly any) defective node without
requiring so many patterns. x

Fault M odels

e |In order to determine bad parts in a chip, it is necessary to propose a fault
model. This model wi know where and how faults occur, what istheir impact
on circuits. The rp@st ar model is called the Stuck-At model. The Short Circuit/
Open Circuit j model can be a closer fit to reality, but this is difficult to

implement mulation tools.
Stuck-At Faults@ Stuck-At model, a faulty gate input is modeled as a stuck at zero

(Stuck-At-0, S-A0) ©r stuck at one (Stuck-At-l, S-A-l). This model dates from board-level
designs, where it was determined to be adequate for modeling faults. Fig illustrates how an S-
A-0 or S-A-1fault might occur in basic gates. These faults most frequently occur due to gate
oxide shorts (the NMOS gate to GND or the pMOS gate to Vpp) or metal-to-metal shorts.

-a-0
54 s-a-0 0 if fault

| if no fault
2 o— 0

Fig Stuck-at-0 faults in an AND gate

Totest thefault at 11, input patternis|1=1, 12=1; if the output is0, s-a-0 fault in 11 is present,
elseit isabsent. Now, also for the s-a-0 fault in net 12, the patternis 11=1, 12=1.

Short-Circuit and Open-Circuit Faults: Other models include stuck-open or shorted
models. Two bridging or shorted faults are shown in Figure. The short S1 resultsin an S-A-0
fault at input A, while short S2 modifies the function of the gate.
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A
B_ci z
A— B
0_4 ID_D Z=~AB)
A — N ad
B z
A I_C Open
S1
8| o A

Z=~(AIB) | (~B&Z")

Fig. CMOS Bridging Faults Fig. CMOS open Fault that causes sequential faults

e A particular problem that arises with CMOS isthat it is possible for afault to convert

acombinational circuit into a sequential circuit. ThigTSillustrated in the Fig.

e Considering the case of a 2-input NOR gate inWhiclyone ®f the transistors is rendered
ineffective. If NMOS transistor A isstuck open, t&h unction displayed by the gate
will beZ = (A + B)’ + BZ’, where Z’ isth state of the gate.

e Stuck - closed states can be detected b viing the static Vpp current (Iop) while

applying test vectors.
Observability: XKJ

that node at the outputs of an in circuit (i.e., the pins). OR It isthe ability to observe
ary outputs or at some other output points.

to check if it operat @ ectly. Given the limited number of nodes that can be directly
observed, it is thelaim@™good chip designers to have easily observed gate outputs

NODEA
{now observable )

scan chains

Non-functional
scan flop
(observe point)

Using some basic design for test techniques can help tremendoudly in this respect. It
should be able to observe every gate output in an circuit directly or with moderate indirection
(where have to wait for few cycles). In order to enhance observability the outputs must be
observed seperately and this may be done with expense of extratest circuit.
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Controllability:

The controllability of an internal circuit node within achip isameasure of the ease of setting
the nodeto al or O state. OR It isthe ability to apply test patterns to the inputs of the circuit
through primary inputs of the circuit.

This is of important when assessing the degree of difficulty of testing a particular
signal within acircuit. An easily controllable node would be directly settable viaan input pad.

\”\ f“\f
U%

NODEA

(notcontrollable ‘/—‘\&/y
\\_ through targeted A

number of patterns) A

/"'_' _—
Control pomt

If anodeislittle controllability, such as th it of a counter may need hundreds
or thousands of cycles to get it to the right st is highly difficult to generate a test

sequence to set a number of poorly control& O
d

igner to make all nodes easily controllable. In
some simple design for test techniques can help
ing all flip-flops resettable via a global reset signal

Control point
enable

It should be the aim of goodic
common with observability, the ado
in this respect tremendously. Exappl
is one step toward good contr i

Fault Coverage

e This determi xercent of the chip’s internal nodes are checked when the test
vectors ar he fault coverage of a set of test vectors is the percentage of the
be detected as faulty when the vectors are applied.

e Theway inWhich the fault coverageis calculated is as follows:

e Each circuit node is taken in sequence and held to 0 (S-A-0), and the circuit is
simulated with the test vectors and then comparing the chip outputs with a known
good machine—a circuit with no nodes artificially set to 0 (or 1).

e |f any discrepancy is detected between the faulty machine and the good machine, the
fault is marked as detected and the ssimulation is stopped.

e This is repeated for setting the node to 1 (S-A-1). In turn, every node is stuck
(artificially) at 1 and 0 sequentially.

e Toachieveworld-class quality levels, circuits are required to have in excess of 98.5%
fault coverage.

Automatic Test Pattern Gener ation:

In the IC industry, logic and circuit designers implements the functions at the RTL or
schematic level, mask designers completes the layout, and test engineers write the tests.

Thetest engineerstook the assistance of designersto include extracircuitry to ease the burden
of test generation. With increased complexity and density, the inclusion of test circuitry has
become less of an overhead for both the designer.
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In addition, as tools have improved, more of the burden for generating tests has fallen on the
designer. To deal with thisburden, Automatic Test Pattern Generation (ATPG) methods have
been invented.

Commercial ATPG tools can achieve excellent fault coverage. However, they are
computation-intensive and often must be run on servers or compute farms with many parallel
Processors.

Some tools use statistical algorithms to predict the fault coverage of a set of vectors without
performing as much simulation. Adding scan and built-in self-test improves the observability
of a system and can reduce the number of test vectors required to achieve a desired fault
coverage.

Delay Fault Coverage

The fault models seen till now point have neglected timing. Failures that might have occured
in CMOS would leave the functionality of the circuit untouched, but may affect the timing.
For example considering an inverter gate with paralleled n and pMOS transistors. If an
open circuit occurs in one of the nMOS transistor souft e@ons to GND, then the gate
would still function but with increased tpgr (rising prop delay). In addition, the fault
now becomes sequential as the detection of the fau on the previous state of the gate.
Delay faults may aso be caused by crosstalk. ts can aso occur more often in SOI
logic through the history effect. Software eloped to model the effect of delay
faults and is becoming more importan ode as processes scale.

b A

A—{@I—A
6\' I Y
N |

AL A

Open

z

Fig. An example of Delay Fault
Design for Testability:

The keys to designing circuits that are testable are controllability and observability.
Controllability is the ability to set (to 1) and reset (to 0) every node interna to the circuit.
Observability isthe ability to observe, either directly or indirectly, the state of any nodein the
circuit.

Good observability and controllability reduce the cost of manufacturing testing because they
allow high fault coverage with relatively few test vectors.

There are three main approaches to what is commonly called as Design for Testability (DFT).
These may be categorized as follows:

= Ad hoc testing
= Scan-based approaches
= Built-in self-test (BIST)
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Ad hoc Testing:

Ad hoc test techniques, as their name suggests, are collections of ideas aimed at reducing the
combinational explosion of testing. They are only useful for small designs where scan, ATPG,
and BIST are not available.
Some of the common techniques for ad hoc testing are:

v’ Partitioning large sequential circuits

v Adding test points

v Adding multiplexers

v Providing for easy state reset
Some of the examples are: multiplexers can be used to provide alternative signal paths during
testing. In CMOS, transmission gate multiplexers provide low area and delay overhead. Use
of the busin abus-oriented system for test purposes. Here each register is made |oadable from
the bus and capable of being driven onto the bus. Here, the internal logic values that exist on
adata bus are enabled onto the bus for testing purposgs.

Any design should always have a method of resetti th&ternal state of the chip within a
single cycle or at most a few cycles. Apart mg testing easier, this also makes
simulation faster as afew cycles are requir 1ze the chip. In genera Ad hoc testing
techniques represent a bag of tricks. &{
Scan Design:

e The scan-design st testing has evolved to provide observability and

controllability at 88 er.

e In designs with’SCai\te registers operate in one of two modes.

e Innormal gaede: they behave as expected

e |nscan hey are connected to form a giant shift register called a scan chain

e By applying N clock pulses in scan mode, all N bits of state in the system can be
shifted out and new N bits of state can be shifted in. Thus scan mode gives easy
observability and controllability of every register in the system.

e Modern scan is based on the use of scan registers, as shown in Fig. The scan register
is a D flip-flop preceded by a multiplexer. When the SCAN signal is deasserted (made
to 0), theregister behaves as aconventional register, storing data on the D input. When
SCAN is asserted (made to 1), the data is loaded from the Sl pin, which is connected
in shift register fashion to the previous register Q output in the scan chain.

e Toload the scan chain, SCAN is asserted and 8 CLK pulses are given to load the first
two ranks of 4-bit registers with data. Then SCAN is deasserted and CLK is asserted
for one cycle to operate the circuit normally with predefined inputs. SCAN is then
reasserted and CLK asserted eight timesto read the stored data out. At the same time,
the new register contents can be shifted in for the next test.

e . Testing proceedsin thismanner of serially clocking the data through the scan register
to the right point in the circuit, running a single system clock cycle and serialy
clocking the data out for observation. In this scheme, every input to the combinational
block can be controlled and every output can be observed.
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N

e Test generation for this type of test archit ap be highly automated.
e The prime disadvantage is the area an mpact of the extra multiplexer in the
scan register.

Parallel Scan:

Seria scan chains can becomeq
time. A ssmple method/solutig
on amodule-by-module basi
method is called ‘Rand

N\

Fig shows a two-by-two register section. Each register receives a column (column<m>) and
row (row<n>) access signal along with arow dataline (data<n>). A global writesignal (write)
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is connected to al registers. By asserting the row and column access signals in conjunction
with the write signal, any register can be read or written.

Built—In Self-Test (BIST):
Built-in test techniques, as their names suggest, rely on augmenting (additional) circuits to
allow them to perform operations upon themselves that prove correct operation. These

techniques add area to the chip for the test logic, but reduce the test time required and thus
can lower the overall system cost.

The structure of BIST is shown below.

Cireut Output
Test Pattern I c;rcult N Response
Generator Y nder Test Analyzer

e One method of testing a module is to use ‘signatutg analysis’ or ‘cyclic redundancy
checking’. This involves using a pseudo-rando ce generator to produce the
input signals for a section of combinatio ircitry and a signature analyzer to
observe the output signals. ¢

e A PRSG of length nis constructed fro
in turn is made of n flip-flops cg

e The XOR of particular outputs g ack to the input of the LFSR. An n-bit LFSR
will cycle through 2™ statesibef oreéyepeating the sequence. One problem seen is that

eedback shift register (LFSR), which

it is not possible to genera p with all 0’s.
CLK : CLK .
Q) — a0 [T |am [ ’»0[2]
(= o o Q
o T i ry
[T
= )
( 'n N ,—DJ
_|\___D—
Fig. Linear Feed Back'Shift Register (LFSR) Fig. Complete Feedback Shift Register (CFSR)

e A complete feedback shift register (CFSR), shown in Fig, includes the zero state that
may be required in some test situations. An n-bit LFSR is converted to an n-bit CFSR
by adding an n — 1 input NOR gate connected to all but the last bit. When in state
0...01, the next state is 0...00.

e A signature analyzer receives successive outputs of a combinational logic block and
produces a syndrome that is a function of these outputs. The syndrome is reset to 0,
and then XORed with the output on each cycle.

e The syndrome is present in each cycle so that a fault in one bit is unlikely to cancel
itself out. At the end of a test sequence, the LFSR contains the syndrome that is a
function of all previous outputs. This can be compared with the correct syndrome
(derived by running atest program on the good logic) to determine whether the circuit
isgood or bad.

BILBO — Built-In Logic Block Observation:
e The combination of signature analysis and the scan technique is the formation of
BILBO
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e The 3-bit BIST register shown in Fig is a scannable, resettable register that aso can
serve as a pattern generator and signature analyzer.
e This structure can operate in different mode as shown in table below

C[1] | C[Q] Mode
0 0 Scan
0 1 Test
1 0 Reset
1 1 Normal

e In the reset mode (10), all the flip-flops are synchronously initialized to 0. In normal

mode (11), the flip-flops behave normally with their D input and Q output. In scan

mode (00), the flip-flops are configured as a 3-bit shift register between Sl and SO. In

test mode (01), the register behaves as a pseudo-random sequence generator or
signature analyzer.

Clo]
CIl

o Q2] / 50

Flop

e In summary, BISH#
Then both regi
and calculate
chain.

e,placed in the test mode to produce the pseudo-random inputs
ndrome. Finadly, the syndrome is shifted out through the scan

Memory BIST:

On many chips, memories involves with majority of the transistors. A robust testing
methodology must be applied to provide reliable parts. In a typical MBIST scheme,
multiplexers are placed on the address, data, and control inputs for the memory to allow
direct accessduring test. During testing, a state machine uses these multiplexersto directly
write a checkerboard pattern of alternating 1s and Os. The datais read back, checked, then
theinverse pattern is also applied and checked. ROM testing is even simpler: The contents
areread out to a signature analyzer to produce a syndrome.
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